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Mathematics, rightly viewed, possesses not only truth, but supreme beauty;
a beauty cold and austere, like that of sculpture, without appeal to any part
of our weaker nature, without the gorgeous trappings of painting or music,
yet sublimely pure, and capable of a stern perfection such as only the greatest
art can show. The true spirit of delight, the exaltation, the sense of being
more than Man, which is the touchstone of the highest excellence, is to be
found in mathematics as surely as in poetry.

Bertrand Arthur William Russell

Nature was Humboldt’s teacher and the greatest lesson that nature offered
was that of freedom. Nature is the domain of liberty, Humboldt said, because
nature’s balance was created by diversity which might in turn be taken as
a blueprint for political and moral truth. Everything, from the most unas-
suming moss or insect to elephants and towering oak trees, has its role, and
together they made the whole. Humankind was just one small part. Nature
itself was a republic of freedom.

Andrea Wulf, The Invention of Nature
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Abstract

Most of the conservation issues which ecologists are called on to help
resolve are essentially about ecological communities. Camera trapping tech-
nology has led to a surge in the collection of large ecological datasets, which
provides an unmissable opportunity to attain deeper knowledge of animal
community assembly and structure. Using extensive camera trap data, this
thesis examines whether camera traps can be used as sensor networks for a
space-time monitoring of the terrestrial mammal community that occurs in
the Little Karoo of South Africa.

In Chapter 1, the species-habitat relationship along a ruggedness gradient
was studied. Using resource selection functions and multivariate statistics,
this chapter showed that the strength of affinities, which mammals devel-
oped with specific terrain roughness, varied among species. It also enabled
the recognition of subtle and continuous nuances in the spectrum of habi-
tat preferences, providing a novel tool to explore the forces driving species
coexistence in local animal communities.

The theme of Chapter 2 was to consider patterns of seasonal occurrence
within species circadian rhythms. Using kernel density functions with de-
scriptive and multivariate statistics, this chapter showed that most mammal
species responded to the ecological variability brought about by seasonality
by adjusting their diel activity rhythms between winter and summer, result-
ing in a reduction of time exposure to a physiologically stressful environment
caused by high temperatures in summer. It also highlighted that while some
shifts only result from photoperiodism alignment, most are driven by other
factors too.

Chapter 3 examined temporal-partitioning as a mechanism driving sym-
patry. Using kernel density functions and mutivariate statistical analyses,
this chapter enabled subtle nuances in the spectrum of diel activity rhythms
to be visualised, highlighting the variety of temporal niche breadths and of
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activity onset/offset timings, which allowed diel activity rhythms to diversify
and the mammal community to partition the temporal resources.

Finally, in Chapter 4, topics dealing with leopard habitat preferences and
leopard population density were explored. Using spatially explicit capture-
recapture models, this chapter showed that leopard density remained low but
varied with topographic relief; it increased with ruggedness of the terrain
up to an optimum, and followed a reversed trend as the terrain roughness
kept increasing. The population was composed of two groups of individuals
with significantly different home range sizes, potentially explained by gender
duality in movement. The chapter provided leopard density estimates ranging
from 0.49 to 0.82 individual per 100 km2.

Local communities, such as that of the mammal species of the Little
Karoo, are neither closed nor isolated. Therefore, it would be insightful if
future studies were to embrace the metacommunity concept and explain these
patterns of species distribution, abundance and interaction at multiple scales
of spatio-temporal organisation.
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Introduction

Around two centuries ago, Alexander von Humboldt – described as the
lost hero of ecological science – revolutionised the way we perceived the nat-
ural world, as Andrea Wulf explains beautifully in her book The invention

of nature [368]. Humboldt observed patterns, similarities and connections
everywhere, prompting him to write “In this great chain of causes and effects,
no single fact can be considered in isolation”. The web of life, the concept of
nature as we know it today, was invented for the first time. Concomitantly,
nature’s vulnerability became obvious because pulling on one thread would
cause the whole tapestry to unravel. Ernst Haeckel, greatly inspired by Hum-
boldt’s evocative writing [368], named this new discipline: Oecologie. In his
book Generelle morphologie [132], Haeckel wrote “All the Earth’s organisms
belonged together like a family occupying a dwelling; and like the members
of a household they could conflict with, or assist, one another. Organic and
inorganic nature made a system of active forces”.

Biocoenosis, the importance of community ecology

In ecological studies, biocoenosis is the emphasis on relationships between
species co-occurring at a given time and space. These relationships are
considered in addition to the interaction of each species with the physical
environment [234]. All organisms exist as an intrinsic component of a com-
munity, and yet relatively few experiments investigate the web of species
interactions within the context of multi-species coexistence [187, 308, 323].
The significance of the community context is highlighted by the observation
that the intensity and often the direction of the interactions between a set
of species may vary in the presence of others [323]. John Lawton said, in a
commonly cited paper, “community ecology is a mess” and “why [do] ecol-
ogists continue to devote so much time and effort to traditional studies in
community ecology?” [187]. Natural communities are indeed extremely com-
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plex and understanding the processes governing them often requires tedious
and laborious elaboration of details, often not transferable to broadly similar
systems [134,186].

Community ecology investigates the nature of the biological interactions
between organisms, their origins and their ecological, as well as evolutionary,
outcomes [60]. To achieve these objectives, one must take account not only of
the dynamics of the target species and/or process, but also of the variations
within the biotic and abiotic environments. This requires studies, which
cover larger geographical areas than are usually done and which emphasise
the role of historical factors in order to consider evolution in the community
assembly process [6, 60,63].

Most of the conservation issues which ecologists are called on to help
resolve are essentially about ecological communities; it is therefore crucial
to pursue and advance ecological studies at various scales and to analyse
community assembly and structure over space and time [98,112,308].

Camera trap, a revolutionary tool

Accessing a large amount of ecological data about animal communities, col-
lected unobtrusively over vast spatial and temporal scales, has always been a
consequential challenge for ecologists. Observing wildlife without interfering
with it was an activity first developed by hunter-gatherers who constructed
blinds and other smokescreens aiming to conceal themselves. Today, the
desire for undisturbed observations of wildlife is still highly sought-after,
both for recreation and aesthetic appreciation of nature, and for scientific
understanding of animal populations and their relationships to their environ-
ment [252]. Today, modern photographic devices, camera-triggering systems
and compact power sources allow us unequalled, non-invasive access into
wildlife habitats using automated digital camera traps.

Wildlife photography became famous in the late nineteenth century, and
the first animal-triggered photograph was that of a galloping horse, taken
in 1877 with a dozen of cameras triggered by breaking strings [129]. Other
successful attempts to have animals taking their own pictures took place
during the first decades of the twentieth century. Using trip wires and a
flash system, George Shiras photographed a myriad of North-American wild
species, and developed innovative methods, sometimes using bait and some-
times positioning cameras at strategic places with frequent animal move-
ment [302–304]. Shiras’ methods were then adapted by the German Carl
Georg Schillings to photograph the Eastern African wildlife, which produced
striking photographs of leopards Panthera pardus, black-backed jackals Canis
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mesomelas, spotted hyenas Crocuta crocuta, African lions Panthera leo, black
rhinoceros Diceros bicornis, all taken by the subjects themselves [296,297].

Figure 1: Camera trap photographs of George Shiras
Five of the 74 published photographs of George Shiras, father of wildlife photography, showing the North
American fauna. Shiras, who began photographing in 1889, was the first to use camera traps and flash
photography when photographing animals.

It did not take long before this newly developed photographic tool at-
tracted the attention of scientists wishing to document the species diversity
of a specific area. For example, in 1927, using trip wires and bait, Frank
M. Chapman photographed ocelots Leopardus pardalis, mountain lions Puma

concolor and white-lipped pecaries Tayassu pecari among many other species
on the Barro Colorado Island in Panama [62]. He also used the photographs
to make inferences about animal behaviour and to attempt individual iden-
tification.

Since the earliest models that used traditional film and a one-shot trig-
ger function, the remote cameras advanced significantly. The trip wire fell
into disuse and the camera trigger evolved, becoming a treadle placed in
runways, before turning into a beam of deep red light activating the pho-
tographic device once interrupted by animals [72, 259]. The practicability
of remote cameras improved with thriving technology; they became digital,
portable, affordable, easy to use, long lasting and reliable. Weather and
water-proof housings were designed to protect the equipment from damage
and to camouflage it for minimal disturbance [127]. Remote photography
has a deep-seated background in ecological research [72]. It is the develop-
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ment, in 1991, of infrared-triggered camera systems – which are described
as digital and automatic photographic devices, employing a pulsed infrared
beam as a triggering device [59] – that induced its use to surge. Remote
camera systems for detecting wildlife, also called camera traps, became so
attractive that from 1993 onwards, they matured into commercially available
products [182].

Ecological studies benefited greatly from the use of camera trap sys-
tems. The primary advantage was the large savings in time and money
by forgoing labor-intensive direct observations, the ability to gather infor-
mation in inclement weather as well as throughout the night [68, 99], and
to record data in inaccessible locations and rugged terrain [54, 202]. These
benefits became all the more profitable when the research was conducted
on multiple sites [265, 321]. Chronic mechanical problems (battery failure
and programming errors) could however cause data loss, especially because
it often took time for the investigator to become aware of the issue [278].
Remote photographic systems also enabled ecologists to collect reliable data
and to get insights into the ecology of rare, secretive and sometimes aggres-
sive species [202], which would have been challenging to observe otherwise.
However, several scientists highlighted the possibility for camera traps to
alter animal behaviour [148, 207, 221, 261, 358]. Initially lacking, the num-
ber of surveys attempting to evaluate the impacts of camera trapping on
animals increased and provided guidelines on how to minimise the risks of
bias [141, 278]. Through the years, the variety of camera traps exploded;
they differed in terms of their aspect, zones of detection, sensitivity and
performances under contrasting environmental conditions [330]. As camera
traps kept developing, their reliability increased and their disturbance be-
came minimal [3, 41, 128]; they alleviated problems associated with observer
bias, making the study of rare, protected and sensitive species, feasible.

Camera traps have received wide exposure in both the scientific and pop-
ular literature because they bring opportunities to collect a colossal amount
of data where little information was previously available and because they
provide engaging images useful for education and promotion [166, 331]. In a
purely scientific framework, camera traps were employed to investigate ani-
mal activity patterns [8,59,72,77,127,128,288,348], nest ecology [67,185,207],
habitat preferences [83, 172, 312, 315], species richness [1, 44, 279], as well as
species abundance and density [33,137,203–205,314,349]. Camera traps can
be utilised to address far-reaching questions in community ecology by col-
lecting systematic data on an assemblage of wide-ranging species [331]. Re-
maining continuously on and being deployed across large areas, camera trap
networks offer opportunities to evaluate spatial and temporal inter-species
dynamics [2, 331].
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Camera traps and statistical ecology

Scientific and technical jargon define camera traps as ‘proximity detectors’
[29], meaning that they have the potential to register the animals’ pres-
ence and identity without any animal detention. The surge in mass camera
trap development provided the scientific scene with a new tool, which led
researchers to revisit commonly used ecological methods such as capture-
mark-recapture. Bringing technology into the ecological framework made the
field of statistical ecology a flourishing discipline. Among the myriad of sta-
tistical developments, one stands out: Spatially-Explicit Capture-Recapture
(SECR) models [89]. SECR is a newly-developed statistical analysis which
provides reliable population density estimates from camera trap data, and
which is used worldwide to gain insights into the population ecology of wide-
ranging and elusive species; often those of the greatest conservation con-
cern [33,55,84,137,171]. While conventional capture-recapture methods pro-
vides abundance estimates, the SECR approach takes account of the spatial
history of the photo-captures and skips the intermediate step of estimating
an Effective Trapping Area (ETA) to access density estimates [90].

The Little Karoo, a unique landscape

The mingling of unsustainable consumption in developed countries and un-
ceasing poverty in developing nations is threatening the natural world with
non-reversible species extinction, proceeding at an ever-increasing pace, ex-
ceeding greatly conservation resources [231, 241]. In developing countries,
the Critical Ecosystem Partnership Fund (CEPF) safeguards, by promot-
ing working alliances and circumventing effort duplications as well as ad hoc

actions, the internationally recognised hotspots: places where outstanding
concentrations of endemic species are undergoing phenomenal loss of habi-
tat [70,241].

The Little Karoo of South Africa is a semi-arid inter-montane basin falling
into the Cape Floristic Region [Appendix 1A], where succulent Karoo (dwarf,
succulent shrublands), subtropical thicket (discreet bush clumps) and fynbos
(fire-prone shrublands and heathlands) [199] – three globally-recognised bio-
diversity hotspots – intermingle [230, 231, 240]. The succulent Karoo biome
is one of two international biodiversity hotspots located in arid regions [230].
In South Africa, although these semi-arid rangelands contain some of the
most biodiversity rich landscapes in the country, they are also some of the
least conserved spaces; falling under the national average of 6% of their area
under protection [253].
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The bedrock of biodiversity conservation strategies has been the use of
statutory conservation areas; it is however becoming increasingly clear that
this global network alone is not going to be adequate to reach its goal of com-
prehensively conserving biodiversity [47,238,247,289]. Alternative recourses
for biodiversity conservation merit closer attention.

From the 1730s onwards, the European settlement subjected the Little
Karoo ecosystem to major anthropomorphic forces. The main form of land
use was extensive livestock husbandry with ostriches, sheep and goats, due
to unfertile landscapes [144]. The region has since experienced a regression
of the agricultural economy because of substantial actual and perceived eco-
nomic losses due to livestock depredation, which has been to the benefit of
tourism and second-home industries. The Little Karoo is sparsely populated
and the landscape is now a mosaic of extensive farms, small protected areas,
and secondary properties. Being rugged, scenic and one of the least pro-
ductive agricultural system [34, 270] of the Cape landscape, it makes for an
extensive grazing/browsing area with a substantial wild mammal presence,
despite few statutory conservation areas [115].

Embryonic research motivations and collateral benefits

Landowners, especially farmers and nature enthusiasts, show a keen inter-
est in knowing their property and understanding its biological functioning.
Throughout the years and generations, they learnt to read the signs that
nature leaves behind: spoors, droppings, pastings, etc. Nowadays, it is fairly
common to see them use camera traps as an additional source of informa-
tion [183]. All the knowledge gathered in this way is shared, discussed and
debated within the local community; it is nonetheless lost to science and
conservation, despite an ever-increasing effort to develop open-access atlas
projects where data can be submitted and explored by anyone, from any-
where at anytime [81,307,342]. The camera trap survey that was led as part
of this PhD study, was initially motivated by the desire to investigate and
document the potential presence of the brown hyena hyaena brunnea in the
western section of the Little Karoo. No mammal atlases remotely mentioned
the presence of the species in this area, although multiple local farmers were
convinced of its occurrence. The data collected enabled to identify at least
18 individuals and to record the population within the Red List of mammals
of South Africa, Lesotho and Swaziland [369], which was revised in 2016 by
EWT (Endangered Wildlife Trust), SANBI (South African National Biodi-
veristy Institute), IUCN (International Union of Conservation of Nature) and
MammalMAP (African Mammal Atlas Project).
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The camera trap survey also documented the presence of a rare species,
one of the most endangered mammal in the world, the riverine rabbit Buno-
lagus monticularis. Three unknown sites, located in riverine vegetation ad-
jacent to seasonal rivers, were revealed. The information was passed on to
CapeNature – the statutory institution with responsibility for biodiversity
conservation in the Western Cape – so that it gets incorporated into the
Western Cape Biodiversity Assessment report.

On a less positive note, the survey also revealed the presence of non-native
species, such as warthog Phacochoerus africanus and fallow deer Dama dama,
most likely introduced to the ecosystem by landowners themselves. The
observation of bushpigs Potamochoerus larvatus was unexpected and could
be explained by a gradual migration of the species from the Eastern Cape
region of South Africa.

Timeline of research fieldwork

Given the vastness of the study area (4,327 km2), the camera trap study was
conducted as a series of six three-month long surveys. The initial scientific
design for camera trap deployment was to use a regular grid and rotate it so
that the number of camera stations falling onto roads, river beds and animal
paths was maximised. The first camera trap survey was conducted using
this design and camera grids placed at random locations provided few to no
data at all. However, camera stations located on roads and major animal
paths were successful, providing large datasets with a rich species diversity.
Camera stations located along river beds were not nearly as successful as
that on roads, both in terms of capture frequency and capture diversity.

On the 6th of January 2014, two months after initial deployment of the
field equipment, the Little Karoo was hit by the worst flooding since the
terrible 1981 flood that then wiped out half the buildings in nearest towns.
This time, the water level did not rise as dramatically as it used to 35 years
earlier, but roads were washed away and 20 camera traps (a third) were never
to be found again.

The first survey led to redraw the scientific design and camera trap deploy-
ment protocol of the project. Camera trap stations were then all deployed
on roads and animal paths, with a density of two camera trap stations per 50
km2. Although the first survey should be considered to be a preliminary stage
of the study, valuable data were gathered and included into the analysis as
well as into the thesis whenever it was relevant. The sixth survey of the series
consists of a replicate of the first, using the newly chosen and standardised
protocol which was then used throughout the project.
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Research rationale and thesis overview

Considering the ever-increasing pace at which biodiversity erosion is hap-
pening, and the expectation for continued increase in pressure on the natural
world, it is crucial to gain insights into the mechanisms behind species
responses to their environment, so that we can effectively manage biodiver-
sity in a rapidly changing environment, where all biological equilibrium is
jeopardised. Camera trapping technology has led to a surge in the collection
of animal information, which provides an unmissable opportunity to help
resolve numerous of the burning ecological questions that are essentially
dealing with ecological communities. This thesis aims to develop new
analytical methods enabling to explore large camera trap datasets and to
attain deeper knowledge of the mammal community assembly and structure,
over space and time, in the Little Karoo, in South Africa.

The thesis is built as a series of stand-alone chapters, which explains
the redundancies in the introduction and method sections.

Chapter 1: Understanding the role of topographic relief in the sym-

patry of mammal species.
This chapter first develops – for 27 species within the mammal community
– a quantitative approach to relate species distribution to roughness of
the terrain in the Little Karoo. Using the Jacob’s Index, the species
preference/avoidance for all gradual ruggedness levels is estimated on a scale
ranging from −1 (strict avoidance of this habitat) to +1 (strict preference,
the species is always found in this habitat). Values close to zero indicate
that the habitat is used in proportion to its availability. The Jacob’s
preference index is then used to produce chloropleth maps: shaded graphical
representations showing the preferred habitat maps for 27 mammal species.
Then, using Non-metric Multi-Dimensional Scaling (NMDS), I estimate the
dissimilarities of habitat preferences in relation to terrain ruggedness for each
pair of species within the mammal community. The output of the analysis
is summarised into a two-dimensional graphical display, gathering species
with similar habitat preferences, and keeping away those that demonstrate
opposite trends.

Chapter 2: Seasonal plasticity of mammalian diel activity rhythms:

patterns and control.
This chapter initially searches for seasonal shifts in species activity patterns
by comparing the diel activity rhythms of 25 mammal species between
the winter and summer seasons. These rhythms are estimated for every
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species, using circular kernel density functions. A bootstrap analysis is used
to test whether any seasonal change in species’ diel activity rhythm was
observed. This process was repeated, using three different time metrics
to build three density functions for every species, with the objective to
test whether seasonal shifts in diel activity rhythms are a consequence of
photoperiodism alignment. Variations in diel activity rhythms were then
quantified throughout the 24-hour cycle, and compared among all species of
the community by running an NMDS dissimilarity analysis.

Chapter 3: Multivariate analyses enable visualisation of temporal ressource

partitioning in local mammal communities.
This chapter uses circular kernel density functions to describe – for 27
mammal species with the mammal community – the species’ diel activity
rhythm averaged throughout the year. Using three multivariate analyses,
the rhythms are compared among all species of the mammal community
to differentiate species strategies on how they use the different periods of
the 24-hour sleep-wake cycle, and to describe the partitioning of temporal
resources among sympatric species.

Chapter 4: Estimating leopard population density in relation to terrain

ruggedness with spatially explicit capture-recapture models.
This chapter uses newly-developed likelihood-based statistical methods to
estimate the population density of Cape mountain leopards in the Little
Karoo. Several submodels are built; each allows model parameters to vary
with a different combination of covariates. Relative goodness of fit is assessed
using model averaging. Using additional habitat information, predictable
density maps are plotted from the model estimates having received heaviest
weight.









Understanding the role of
topographic relief in the
sympatry of mammal species

1.1 Abstract

A sound understanding of the forces driving species-habitat relationships is
critical to address ecological and biogeographical questions. The patterns of
species distribution within a community are the result of the different habitat
affinities, which every species has evolved within the landscape to adapt to
their environment. A landscape can be defined as a portion of the Earth’s
surface, formed by a complex of biotic and abiotic systems, and made of spa-
tially heterogeneous habitats. Both landscape and habitat should be viewed
as species-specific concepts so that patterns of habitat-use can be interpreted
as individualistic responses to spatial gradients in the environment. In this
study, camera trap systems were used to record patterns of habitat-use among
sympatric mammals of the Little Karoo in South Africa. A resource selection
function was then used to quantify species’ preferences along the ruggedness
gradient, and multivariate statistics were applied to gain insight into spatial
partitioning within the mammal community of the Little Karoo. The results
show that heterogeneous topographic relief was likely to be an essential con-
stituent of a species’ niche and a crucial variable to predict species’ habitat-
use. The strength of affinities animals developed with specific terrain rough-
ness varied between species; most of them strongly avoided highly-rugged
terrain, whereas moderately- and slightly-rugged terrains were usually used
in proportion to their availability. The Non-metric multidimensional scaling

15
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plot spatially separated habitat-specialist from habitat-generalist species, as
well as grouped species showing similar terrain affinities. The analysis en-
abled to recognise subtle and continuous nuances in the spectrum of habitat
preferences, providing a novel tool to explore the forces driving species coex-
istence in local animal communities.

1.2 Introduction

Describing patterns of species distributions and habitat selection is a funda-
mental goal in ecology. A sound understanding of the forces driving species-
habitat relationships is critical to address ecological and biogeographical
questions, especially for species of conservation concern [130]. At the be-
ginning of the 19th century, Alexander van Humboldt [350] showed interest
in the spatial patterning and geographic distribution of organisms, as he de-
scribed the latitudinal and altitudinal distribution of vegetation zones. His
work triggered many more studies of the geographic distribution of various
taxa throughout the rest of the century [78,227,228].

The patterns of species distribution in a community are the result of
the varying habitat affinities, which every species has evolved to adapt to
their environment [218]. The general assumption is that animals utilise the
minimum economically defensible area (fitness maximization) [159,206,267],
which is large enough to satisfy their metabolic needs [219,276].

A landscape can be defined as a portion of the Earth’s surface, formed
by a complex of biotic and abiotic (geological, hydrological, meteorological,
ecological and anthropological) systems [373]. It is made of spatially het-
erogeneous areas (habitats), which are characterised by structure, function
and change (alteration through time) [343]. Habitat description consists of
evaluating qualitatively and/or quantitatively landscape heterogeneity. Al-
though much effort has been concentrated on developing vegetation indices
(e.g. Ratio Vegetation Index, Vegetation Index Number, Normalised Differ-
ence Vegetation Index) [18], numerous landscape features (vegetation, soils,
climate, geomorphology, land use) can be used to identify – in a discrete
and/or continuous manner – different habitats over a surface [237]. Land-
scapes can be observed from many points of view and at different spatial and
temporal scales [222,229,287,344]. A ‘landscape’ for a large, mobile predator
is a geographically larger area than that for a small rodent, therefore a land-
scape, just as habitats, should be viewed as species-specific concepts [237].



17
BIOLOGICAL

SCIENCES

HABITAT PREFERENCES

Gleason [119, 120] claimed that patterns of habitat-use are important
and that they should be interpreted as individualistic responses to spatial
gradients in the environment [153, 215, 225, 360]. Numerous studies have
highlighted the fact that terrestrial mammal distribution and abundance
vary along elevational gradients [214–216], especially in mountainous land-
scapes [48, 197, 282, 305]. For example, in 1971, at a study site close to that
being used for this paper – in the Swartberg and Baviaanskloof Mountains –
the Saasveld Forestry Research Station studied the ecology of the small mam-
mal fauna, and showed that species composition as well as habitat variables
(vegetation structure and cover) varied according to altitude [28]. Although
elevation above sea level, like degree of latitude, is not itself of importance
to organisms, the correlated environmental variables (both past and present,
abiotic and biotic) drive patterns of abundance, distribution and diversity.

Nearly all mountainous areas are shaped by the erosion of exposed (due
to uplift) and discontinuous geological substrates, to form ridges, valleys,
stream networks and other geomorphological features, which makes for a
heterogeneous topographic relief. Terrain heterogeneity is often an essential
constituent of the niche of a species [50,246,361] and a crucial variable to pre-
dict species’ habitat-use [101,177]. Riley et al. (1999) developed the terrain
ruggedness index (TRI) – a spatial gradient – which quantifies topographic
heterogeneity [284].

Assessing habitat preferences in wild, free-ranging, elusive and often low-
density species presents a number of challenges. Methods for defining ani-
mals’ habitat preferences commonly use Resource Selection Functions (RSFs)
that compare resource attributes in areas where animals are observed with
those in areas that are considered available [37]. These methods traditionally
depended on direct observations [178] and/or spoor transects [337] and/or
tracking of radio-collared individuals [104, 165]. Observational studies can
alter natural behaviour and activity patterns of the target animals, and can
also be limited by sample sizes due to the secretive nature of the target
species or to logistical constraints [42]. Spoor transects are feasible on mal-
leable substrates only; they are time consuming and logistical constraining,
especially due to habitat inaccessibility. Telemetry studies gather data re-
motely thereby preventing the biases that may result from observer presence,
however the results remain reduced to those individuals that can be phys-
ically captured. Camera traps (also called remotely triggered cameras) are
now commonly used worldwide in wildlife research, and are one of the newest
tools in the ethologist’s toolkit [42]. Remaining continuously active, each
device is typically capable of generating large datasets and is particularly
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useful for detecting elusive and low-density species. The disturbance caused
by camera traps, despite some sounds and flashes [221], is minimal [3,41,128].
The non-selectivity of camera traps allows researchers to potentially sample
a statistical population of the target and non-target species, which accu-
rately reflect the members of the entire population. Several research teams
have used camera traps with a single study design to collect information on
habitat selection of sympatric species [36, 167], and sometimes at the larger
community level [125].

In this study, camera trap systems were used to record patterns of habitat-
use among sympatric mammals of the Little Karoo in South Africa. A re-
source selection function was then used to quantify species’ preferences along
the ruggedness gradient. Finally, multivariate statistics were applied to gain
insight into spatial partitioning within the mammal community of the Little
Karoo.

1.3 Material and methods

1.3.1 Study area

The Little Karoo is a semi-arid desert located at the southern tip of the
African continent [Appendix 1A], within the Cape Fold Belt. It is hemmed
in by the Langeberg Mountains in the south, the Swartberg Mountains in
the north and the Outeniqua Mountains in the east. This desert is part of
a unique biogeographic region because it belongs to one of the 36 interna-
tionally recognised biodiversity hotspots [230, 241] [Introduction]. It has a
mean annual rainfall of 200 to 300 mm, falling primarily in winter [198]. The
topography is a patchwork of mountains, valleys, rolling hills, rocky mesas,
flat plains, and a network of small drainage lines. The average temperature
varies from 23.7◦C in January to 11.2◦C in July, and the seasonality varies
greatly due to the dry continental desert climate to the north, and the cool,
moist oceanic climate to the south [198]. The land is sparsely populated
and the landscape is a mosaic of farms and small protected areas: Anysberg
Nature Reserve and Sanbona Wildlife Reserve being the two largest ones.
The northern section of the Sanbona Wildlife Reserve represents 6% of the
whole sampling area, and is delineated by a high voltage game fence with the
objective of limiting the movements of medium to large animals [195]. The
game fence enables the presence of species not found in the rest of the study
area, lion Panthera leo, cheetah Acynonyx jubatus, African elephant Loxon-
dota africana, African buffalo Syncerus caffer, Burchell’s zebra Equus quagga
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burchellii, giraffe Giraffa camelopardalis, and white rhinoceros Ceratotherium
simum.

The Little Karoo can also be described as a mega-ecotone, where the
succulent Karoo and the Cape Floristic Provinces intermingle. 41% of the
study area falls into the succulent Karoo biome, in which the dominant plant
life-form is dwarf shrubs (absence of trees and grasses). The remainder (59%)
is part of the fynbos biome, with presence increasing with elevation [319].
Within those biomes, different vegetation types can be identified: fynbos
(13.6%), thicket (29.3%), renoster (16.9%) and succulent Karoo (32.0%); the
remaining 8.2% falling into the source and drainage vegetation categories.
The vegetation and topographic maps (Fig. 1.1) suggest a strong association
between terrain roughness and vegetation type; and the boxplots (Fig. 1.2)
show that averaged ruggedness varies between all four different biomes.

1.3.2 Data collection

Camera traps were deployed between March 2014 and August 2015 as part of
a research project on large carnivores – brown hyenas Hyaena brunnea and
leopards Panthera pardus – within a study area of 4,327 km2 (minimum con-
vex polygon). Digital automated cameras (Cuddeback Attack and Ambush,
Cuddeback Inc., Green Bay, Wisconsin, USA) were set to take photos with
a one-second delay between consecutive triggers, and with an incandescent
flash at night [Chapter 1 section 1.3.3].

The sampling design was selected to estimate the population density of
leopards and brown hyenas within the study site. Given the vastness of
the study area, the camera trap study was undertaken as a series of six
regional surveys (spatially and temporally separated). Using QGIS 2.10.1
software [268], a 7×7 km grid was designed and placed across the study site.
The final camera trap positions were selected by identifying two locations in
every grid square that were expected to maximise chances of photo-capturing
medium to large-bodied animals. Grid size and camera spacing were selected
in order to ensure relatively even sampling effort and to satisfy data collec-
tion protocols used to estimate population density using Spatially Explicit
Capture-Recapture models (SECR) [163] [Chapter 4 section 4.3].

Camera trap stations consisted of a pair of camera traps facing each other
(slightly off-set to avoid simultaneous flash triggers), positioned at a 90◦ angle
with a linear channel such as gravel roads, animal paths and riverlines, and
at an average height of 40 cm. Each sampling block (one per survey) ran for
c. three months, and consisted of between 30 and 61 camera trap stations
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with a mean inter-site distance of 3.5 km. The camera trap stations were
checked once (c. 1.5 months, halfway through the survey) to change batteries.
Data entry was facilitated by the software Camera Base [338], and the final
database was exported into Excel and analysed in R Studio, using the R
software 3.2.4 [269].

1.3.3 Analysis

Sampling with camera traps provided detection/non-detection information
for all medium to large species that could be photo-captured. Using these
data to make inferences about species occupancy at the sampling sites as-
sumed that the species’ detection probabilities were known. There was no
uncertainty at locations where the species was photo-captured, but it be-
came ambiguous at locations where the species was not detected. Imperfect
observation made näıve estimates of occupancy (proportion of sites at which
the species was detected) negatively biased [10]. However, assuming that a
species detection probability did not vary from one habitat type to another,
näıve estimates of occupancy offered a means to make inferences about the
species’ habitat preferences.

Datasets tend to be sparse for low density species and those with low
detection probabilities. Species with at least 50 photo-captures and 10 cap-
ture sites, were included for this study. Small photo-capture rates can be
explained in two ways: 1) a small species detection probability (e.g. the
camera setup is inadequate for small mammals such as mice) or 2) a low
species density (e.g. riverine rabbit Bunolagus monticularis [85]).

Social species moving in groups such as antelopes, generated a series of
photographs when they encountered a camera trap station. Another exam-
ple was with chacma baboon Papio ursinus, a primate which often took a
curious interest in the cameras, leading the troop to play around the setup
for several minutes, generating hundreds of photographs. This could con-
siderably inflate the photo-capture counts per habitat type, which become
no longer comparable between different species and between different loca-
tions. To work around this issue, every photo-capture was either defined as
a capture-event or as a duplicate. When a species was photographed at the
same location multiple times, the first photograph was considered to be the
capture-event. Photo-events that occurred more than one hour apart were
considered to be independent. All photographs of the same species collected
within one hour after a capture-event, at the same location, were considered
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to be duplicates; in other words, non-independent events. Duplicates were
discarded for this study.

1.3.3.1 Active site detection

Every camera trap station operated for c. three months and collected
detection/non-detection information in relation to spatial covariates such as
the TRI. When species s was photo-captured at least once at a camera trap
station, the latter was considered to be an active site for the species. Under-
standing the detection process of active sites is a first step in understanding
the spatial dataset collected with camera traps.

In practice, the number of operating camera trap stations after the 85th

camera trap night dropped rapidly, i.e. after 2.8 months (Fig. 1.3), which
is why data collected from the 85th night were discarded. A camera trap
night variable n could then be defined for all camera trap stations: n ∈
[1 .. 85]. Five camera trap stations failed (due to flooding, animal damage,
technical malfunctioning) before the 30th camera trap night; the data from
these cameras were discarded.

For every species s, and for every camera trap night n, the cumulative number
of active sites Cn,s

(camera trap stations where species s was photo-captured
from night 1 to n), weighted by the number of operating camera trap stations
Nn, was calculated:

C
′

n,s
=

Cn,s

Nn

=
Cn−1,s + Sn,s

Nn

with C0,s = 0 (1.1)

In (1.1), Sn,s
is the number of new active sites registered on night n.

For every species s, the resulting cumulative curve was weighted by the
total number of active sites (C

′

85,s) revealed between the 1st and the 85th

camera trap night:

C
′′

n,s
=

C
′

n,s

C
′

85,s

· 100 (1.2)

Three capture-speed indexes V 1
,s , V 2

,s and V end
,s were calculated for every

species s:

V 1
,s = C

′′

28,s

V 2
,s = C

′′

56,s

V end
,s = C

′′

85,s − C
′′

70,s

(1.3)
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In (1.3), V 1
,s and V 2

,s give the percentage of active sites revealed after 28 and 56
camera trap nights (four and eight weeks), compared to the number revealed
after 85 camera trap nights.
In (1.3), V end

,s gives the percentage of active sites revealed in the last two
weeks of the study, compared to the number revealed at the end of the study
(after 85 camera trap nights).

1.3.3.2 Effects of topography

Terrain data for the study area were downloaded as Digital Elevation Model
(DEM) data files from Shuttle Radar Topography Mission (SRTM) [242] and
analysed using QGIS 2.10.1 software [268]. The 30×30m DEM data pro-
vide accurate information about the shape and features of the surface of the
Earth. The change in elevation was measured using the Terrain Roughness
(ruggedness) Index (TRI) [284]. TRI is calculated by summing change in
elevation between a grid cell and its eight neighbours:

TRI= [
∑

(xij − x00)
2]

1
2

where xij = elevation of each neighbour cell and,
x00 = elevation in the central grid cell [284].

TRI was then averaged over a 2-km radius circle around each camera trap
station and used as a spatial covariate r in further analytical work (Fig. 1.4).

RA is a vector storing the r value of each camera trap station within the
study area. RU,s

stores the r values associated with each photo-capture of
species s, depending on the camera trap station where the photo-capture
event took place. Applying a kernel density estimation to RA and RU,s

, the
ruggedness profile r 7→ A(r) of the study area (habitat available), as well
as the ruggedness profile r 7→ U,s(r) of the area used by species s (habitat
used), were produced [309]. An example is provided for the leopard Panthera

pardus in Fig. 1.5.

From each of the A and U,s kernel density functions, 512 points were
extracted at regular intervals along the ruggedness r-axis. The species pref-
erence in terrain ruggedness was measured by the Jacob’s preference index
r 7→ D,s(r) [155]:

For every value r along the ruggedness r-axis:

D,s =
A− U,s

U,s + A− 2 · U,s · A
(1.4)
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U,s being the proportion of habitat used, and A the proportion of habitat available.

The Jacob’s index provides an adjustment for the relative abundance of
each habitat available to the animals [155]. D,s lies between −1 (complete
avoidance of a habitat) and +1 (complete preference for a single habitat).
Values close to zero indicate that the habitat is used in proportion to its avail-
ability. Negative values indicate that the species is recorded in that habitat,
but disproportionately few times considering the extent of that habitat which
is available.

Using the Jacob’s preference index, preferred habitat maps were built
in QGIS 2.10.1 [268]. The ruggedness topographic indexes were averaged
rk within each square-polygon k of a 1.4×1.4 km regular grid covering the
whole study area. For every species s, the corresponding values of the Jacob’s
preference index D,s(rk) were then georeferenced Dk,s to produce chloropleth
maps; these are graphical representations in which each geographical area
(grid cell k) was shaded according to its associated Dk,s value.

Two chloropleth maps, representing the same variable Dk,s, but using two
different colour schemes, were built for every species s. The appearance of the
map pattern could vary substantially between the two maps, further to the
use of 1) different colour gradients and 2) different classification decisions
(classification method and number of classes employed) for the variable of
interest.

For the first chloropleth map, a species-specific colour scheme was used.
The colour gradient ranges from white – matching the lowest value min(Dk,s)
of the georeferenced Jacob’s index for species s – to dark red – matching the
largest value max(Dk,s) of the georeferenced Jacob’s index for species s. The
number of classes employed matched the number of distinctive values taken
by Dk,s. All grid cells k having averaged ruggedness values rk falling outside
the spectrum of sampled ruggedness values (3.54 ≤ r ≤ 33.08), and for which
inferences about habitat preferences could not be made, were shaded in black.

For the second chloropleth map, a colour scheme standardised across
all species was used. The colour gradient is made of 100 classes rang-
ing from white – matching the lowest possible values of the Jacob’s index
(−1.00 ≤ Dk,s ≤ −0.98) – to dark blue – matching the largest possible val-
ues of the georeferenced Jacob’s index (0.98 ≤ Dk,s ≤ 1.00). All grid cells k
having averaged ruggedness values rk falling outside the spectrum of sampled
ruggedness values (3.54 ≤ r ≤ 33.08), and for which inferences about habitat
preferences could not be made, are shaded in black.
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1.3.3.3 Spatial partitioning

Non-metric Multi-Dimensional Scaling (NMDS) is a statistical tool which
provides a means of displaying and summarising a square symmetric matrix
of dissimilarities into a low-dimensional Euclidean space [126,180,181]. The
objective in NMDS is to find a configuration of points in Euclidean space so
that the ordering of the interpoint distances matches, as closely as possible,
the ordering of the dissimilarities in the matrix of dissimilarities. Summaris-
ing a set of data into a two-dimensional graph might not be feasible and a
certain amount of distortion might be created. The measure of lack of fit
in NMDS is known as the ‘stress’ of the configuration. Non-zero stress val-
ues occur with insufficient dimensionality, and as the number of dimensions
increases, the stress value will either decrease or remain stable [32].

NMDS was applied to a matrix of dissimilarity data which estimated the
dissimilarities of habitat preferences in relation to terrain ruggedness for each
pair of species in the mammal community of the Little Karoo. The spatial
information for the 27 mammal species was compiled into a matrix M with
n = 27 rows (species) and p = 512 columns (ruggedness values selected at
regular intervals between 3.54 and 33.08). Every element M [s, r] gave the
Jacob’s preference index D,s(r) of species s for the ruggedness value r.

M [s, r] = D,s(r)

Using the dist function from the stats R-package [22, 32, 209], M was com-
puted to return a distance matrix with distances being measured between
rows of M using the Manhattan method; the output distance matrix was
a symmetric matrix with 27 rows and columns, and was referred to as the
Ruggedness-preference Distance Matrix (RDM). Every element RDM[s1, s2]
quantified the dissimilarity between the Jacob’s Indexes of species s1 and s2.

RDM[s1, s2] = dist(D,s1(r), D,s2(r))

An NMDS ordination was then performed on RDM, using the isoMDS func-
tion from the MASS R-package [285]. The objective of the ordination is to
find the configuration with minimum ‘stress’ for a given number of dimen-
sions. The operation was therefore repeated several times, each time with a
different number of chosen dimensions k, and a screeplot (stress versus k) was
plotted in order to identify the point beyond which additional dimensions do
not substantially lower the stress value.

The output data information was then summarised into a two-dimensional
graphical display, which maximised the rank correlation between the cal-
culated species dissimilarities/distances and the plotted distances between
species [32].
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1.4 Results

The trapping effort of 17,631 camera trap nights resulted in 26,312 photo-
captures (11,742 independent photo-capture events) of 91 wild species, in-
cluding 51 mammals, 39 birds and 1 reptile. Of the 51 mammal species, 27
had more than 50 photo-captures and at least 10 active sites to father the
analysis [Appendix 2A].

1.4.1 Active site detection

For the 27 mammal species, the cumulative percentages of active sites are
illustrated in Fig. 1.6, and the daily detection rate of new active sites in Fig.
1.7. The capture-speed indexes are provided in Table 1.1.

The speed at which active sites were added decreased through time (V 1
,s >

V 2
,s). For the 27 species, the first month was most productive. For 21 species,

it took 28 camera trap nights to discover at least 50% of all study-revealed
active sites, and 56 nights to discover at least 75%.

V end
,s , the percentage of active sites uncovered during the last two weeks

of the camera operating time (70th to 85th camera trap nights) varied from 0
to 25%, according to species. For eleven of them, V end

,s was less than or equal
to 5% – brown hyena Hyaena brunnea, Cape mountain zebra Equus zebra

zebra, chacma baboon, grey duiker Sylvicapra grimmia, grysbok Raphicerus

melanotis, steenbok Raphicerus campestris, African wildcat Felis silvestris,
Cape hare Lepus capensis, klipspringer Oreotragus oreotragus, greater kudu
Tragelaphus strepsiceros and Cape porcupine Hystrix africaeaustralis – sug-
gesting that the asymptote of the cumulative curve was nearly reached by
the 85th camera trap night.

1.4.2 Ruggedness preferences

The patterns of ruggedness preferences vary significantly among the 27 mam-
mal species, and are displayed in Fig. 1.8.

The ruggedness values r, ranging from 3.54 (smooth, level ground) to
33.08 (rough ground), were categorised into three groups of equal length:

Slightly-rugged terrain: 3.54 ≤ rl ≤ 13.39

Moderately-rugged terrain: 13.39 < rm ≤ 23.24

Highly-rugged terrain: 23.24 < rh ≤ 33.08
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Table 1.2 shows that although 23 of the 27 species strongly avoided certain
types of rugged terrain, 5 strongly favoured some.

Strong avoidance: ∃ r, D,s(r) < −0.5

Strong preference: ∃ r, D,s(r) > +0.5

Highly-rugged terrain: 18 of the 27 species strongly avoided highly-
rugged terrain. Indeed, four species – brown hyena, steenbok, springbok
Antidorcas marsupialis and Cape hare – strictly avoided highly-rugged ter-
rain: ∀ rh, D,s(rh) < −0.5. Honey badger Mellivora capensis, grysbok and
rock hyrax Procavia capensis, were the three species that strongly favoured
highly-rugged terrain.

Moderately-rugged terrain: 23 of the 27 species used moderately-rugged
terrain in proportion to its availability (no preference or avoidance); however,
the remaining four species – steenbok, springbok, Cape hare and rock hyrax
– strongly avoided it.

Slightly-rugged terrain: Two species – springbok and Cape hare –
strongly preferred slightly-rugged terrain, whereas seven others – Cape gray
mongoose Galerella pulverulenta, grysbok, Cape mountain zebra, Hewitt’s
red rock rabbit Pronolagus saundersia, klipspringer, leopard and rock hyrax
– strongly avoided it. The 18 remaining species used slightly-rugged terrain
in proportion to its availability.

Most species showed strong preference and/or avoidance for certain types
of rugged terrain, except three – chacma baboon, African wildcat and Cape
porcupine – for which the Jacob’s index curve lay almost along the horizontal
line y = 0 (Fig. fig. 1.6(c), 1.6(i) and 1.6(k)), meaning that ∀ r, D,s(r) ≃ 0.
The range of values taken by the Jacob’s index [max(D,s), min(D,s)], for
those three species, was therefore small (respectively 0.13, 0.14 and 0.35),
whereas it was large for species showing both strong preference and strong
avoidance for different terrain roughness, which was the case for springbok,
Cape hare and rock hyrax (respectively 1.58, 1.68 and 1.87) (Fig. 1.2).

Chloropleth maps: The preferred habitat maps for the 27 mammal species
are provided in appendix 3A.
Chloropleth maps built with a species-specific colour scheme, have the two
extreme colours found at the opposite ends of the gradient matching the
extreme observed values of the Jacob’s index. Therefore, these maps always
displayed the full colour spectrum of the applied gradient (white to dark
red), and emphasised the contrast between preferred and avoided terrain,
independently of the range of values taken by the Jacob’s index. However,
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grid cells with the same colour value between two different chloropleth maps
(from two different species) might not indicate the same Jacob’s index value.

Chloropleth maps built with a standardised colour scheme, have the two
extreme colours found at the opposite ends of the gradient matching the ex-
treme possible values of the Jacob’s index (−1 and 1). Therefore, these maps
did not necessarily display the full colour spectrum of the applied gradient
(white to dark blue). The map’s colour spectrum broadened with the range
of values taken by the Jacob’s index, and grid cells with the same colour
values between two different chloropleth maps (from two different species)
indicated the same Jacob’s index values.

When the range of values taken by the Jacob’s index [max(Dk,s),
min(Dk,s)] gets close to the range of possible values [−1, 1], the two choloro-
pleth maps become nearly identical (e.g. rock hyrax, Fig. 3A.23). On the
contrary, their appearances vary greatly as the range of values taken by the
Jacob’s index shrinks (e.g. African wildcat, Fig. 3A.3).

1.4.3 Habitat partitioning

The NMDS iterative algorithm captured, in two dimensions, the essential
structure of the dissimilarity data. It also produced the graph shown in
Fig. 1.9, which represents, as closely as possible, the dissimilarity between
species’ ruggedness preferences in a two-dimensional Euclidean space. In
other words, points close together represent species that favoured more simi-
lar terrain (in terms of ruggedness) than species represented by points farther
apart; however, the graph does not provide quantitative information regard-
ing this difference. Whenever possible, the species’ ruggedness preferences
were illustrated with the Jacob’s index curve (thin black line in Fig. 1.9).

A screeplot (Fig. 1.10) shows the decrease in ordination stress with an
increase in the number of ordination dimensions allowed – revealed that
attempting an ordination with one NMDS axis yielded high stress (0.108)
whereas two or three dimensions was adequate. The stress value equaled
0.047 in two dimensions and, like all stress values equal to or below 0.050, it
indicated good fit. Allowing the algorithm to use more than two dimensions
reduced the stress slightly (e.g. 0.032 in three dimensions) suggesting that
the NMDS plot in two dimensions was adequate.

In the NMDS plot, the 27 species were spatially placed along a convex arch
showing a clear and gradual left-right transition along the arch, from species
favouring slightly-rugged terrain (e.g. Cape hare) to species favouring highly-
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rugged terrain (e.g. rock hyrax). In the middle part of the arch there was a
gradual bottom-top transition along the second axis from species favouring
moderately-rugged terrain (e.g. Hewitt’s red rock rabbit), to species showing
no particular preferences for any type of terrain (e.g. African wildcat). The
honey badger was the species showing a slightly convex Jacob’s index curve,
which explains its isolation in the plot.

1.5 Discussion

Examining habitat preferences among 27 terrestrial mammals of the Lit-
tle Karoo in South Africa, I found that heterogeneous topographic relief was
likely to be an essential constituent of the niche of a species and a crucial vari-
able to predict species’ habitat-use. The distribution of most species showed a
continuum of variations along the ruggedness gradient; this has already been
observed with numerous terrestrial mammals [7, 106, 107, 118, 295, 333, 359].
The analysis revealed that most species strongly avoided highly-rugged ter-
rain, whereas moderately-rugged terrain was usually used in proportion to
its availability. Although slightly-rugged terrain was also mainly used in pro-
portion to its availability by most species, the trend was not as clear with a
third of them strongly avoiding or favouring this habitat.

The strength of affinities animals developed with specific terrain rough-
ness varied between species and can be quantified with the range of values
taken by the Jacob’s preference index [max(D,s), min(D,s)]; species were
positioned along a transitional gradient of habitat specialisation. Habitat-
generalist species – chacma baboon and African wildcat – were at the lower
end, and habitat-specialist species – rock hyrax and Cape hare – at the upper
end.

The study showed that chloropleth maps are useful tools to geographi-
cally visualise species’ habitat-use. The choice of two different colour schemes
resulting from two different classification rules, enabled to produce, for every
species, two maps providing complementary insights into space-use and space
partitioning. The standardised chloropleth maps (blue) provide a quick vi-
sual interpretation of the intensity of habitat specialisation and how it varies
between species of the same community; habitat-generalist species will tend
to have homogeneous monochrome maps, whereas habitat-specialist species
will tend to have kaleidoscopic and contrasted maps. The standardised colour
scaling failed to distinguish nuanced variations in habitat preferences. A sec-
ond chloropleth map, built with a stretched colour scaling (red), emphasised
those nuances, which is especially insightful for habitat-generalist species.
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The selected method for studying habitat preference among the mammal
community of the Little Karoo, relied on data collected throughout the year
(series of three-month long surveys) and was therefore less sensitive to sea-
sonal variations. Although the detection rate of new active sites decreased
substantially for most species after 56 sampling nights, it remained non-
negligible for some species even after completion of the three-month sam-
pling period. Inferences about habitat preferences could however still be
made because it is the relative frequency of habitat-use which is of impor-
tance, assuming that species detection probability does not vary from one
habitat type to another.

Space-partitioning could be a mechanism by which sympatric species co-
exist in a stable manner. Interspecific competition takes place when re-
sources are limiting, but coexistence can still be achieved if sympatric species
evolved different behaviours and morphologies, allowing them to use differ-
ent food sources and/or to use them in different areas and/or at different
times [49,75,76,298].

The analysis of the dissimilarity of habitat-use patterns among the mam-
mal community of the Little Karoo, led to a collapse and summary of a
complex ecological database, allowing an intuitive and visual exploration of
the data. The NMDS plot spatially separated habitat-specialist from habitat-
generalist species, as well as grouped species showing similar terrain affinities.
This method does not only allow one to classify species as habitat-specific or
generalist but to also recognise nuances in the spectrum of preferences, have
a more continuous approach and be able to compare species to one another
for a better understanding of the forces driving species coexistence in local
animal communities.

It would be precarious to extrapolate these results and findings to a
broader landscape. However, if similar studies were conducted on habitat-
use patterns within mammal communities inhabiting variant study sites in
the Western, Eastern and Northern Cape Provinces, it should be possible
to build a distribution map with suitable habitat for each species, based on
ruggedness preferences. Additional camera trap studies would then need to
be implemented in order to ground truth projections but it ought to be feasi-
ble to delimit the area in which there is a probability greater than zero that
a species, e.g. leopard, occurs.
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1.6 Tables

Table 1.1: Capture-speed indexes
For 27 mammal species in the Little Karoo: CE is the total number of photo-captures; AS, the total
number of active sites (where species s was photo-captured); V 1

,s, the percentage of active sites revealed

after 28 camera trap nights; V 2
,s, the percentage of active sites revealed after 56 camera trap nights; V end

,s ,
the percentage of active sites revealed during the last two weeks of the study. r gives the ranking position
and ∆r gives the ranking change between V 1

,s and V 2
,s.

Species CE AS V 1
,s(r) V 2

,s(∆r) V end
,s

brown hyena 89 33 86 (01) 96 (-1) 4
scrub hare 508 60 77 (02) 89 (-8) 7
gemsbok 1006 96 75 (03) 91 (-2) 7
Cape mountain zebra 105 24 75 (04) 89 (-5) 0
chacma baboon 1696 172 71 (05) 93 (1) 3
grey duiker 1109 108 70 (06) 91 (0) 3
black backed jackal 1034 113 70 (07) 86 (-6) 6
grysbok 127 14 69 (08) 91 (1) 0
red hartebeest 150 22 68 (09) 94 (6) 6
steenbok 275 37 68 (10) 86 (-4) 4
African wildcat 465 119 66 (11) 87 (0) 2
Cape hare 106 18 64 (12) 100 (11) 0
klipspringer 365 75 64 (13) 90 (5) 2
eland 417 68 63 (14) 79 (-4) 10
greater kudu 283 57 62 (15) 84 (0) 5
Cape porcupine 445 115 60 (16) 87 (4) 4
rock hyrax 57 14 60 (17) 82 (1) 10
aardwolf 127 34 59 (18) 80 (1) 16
grey rhebuck 228 57 56 (19) 76 (-4) 9
leopard 215 78 52 (20) 78 (-1) 7
springbok 105 16 51 (21) 69 (-5) 16
aardvark 162 62 47 (22) 78 (2) 11
caracal 381 98 47 (23) 76 (1) 8
Cape gray mongoose 341 68 47 (24) 65 (-3) 16
small spotted genet 73 26 46 (25) 70 (0) 25
Hewitts red rock rabbit 77 20 45 (26) 79 (7) 7
honey badger 99 54 38 (27) 70 (3) 12
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Table 1.2: Ruggedness preferences
For 27 mammal species in the Little Karoo: range is the range of Jacob’s index values max(D,s)−min(D,s);
+ indicates a strong preference; − indicates a strong avoidance; −− indicates a strict avoidance. rl, rm
and rh consist of slightly-, moderately- and highly-rugged terrain.

Species range rl rm rh
chacma baboon 0.13
African wildcat 0.14
Cape porcupine 0.35
caracal 0.78 –
honey badger 0.79 +
Cape gray mongoose 0.85 –
aardvark 1.05 –
grey rhebuck 1.05 –
greater kudu 1.11 –
scrub hare 1.11 –
aardwolf 1.12 –
grey duiker 1.14 –
gemsbok 1.16 –
small spotted genet 1.16 –
black backed jackal 1.20 –
eland 1.20 –
grysbok 1.23 – +
red hartebeest 1.23 –
Cape mountain zebra 1.24 – –
Hewitts red rock rabbit 1.28 – –
brown hyena 1.33 – –
steenbok 1.43 – – –
klipspringer 1.44 –
leopard 1.45 –
springbok 1.58 + – – –
Cape hare 1.68 + – – –
rock hyrax 1.87 – – +
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1.7 Figures

Figure 1.1: Topographic and vegetation maps of the study area
Four main vegetation types can be identified within the study area located in the Little Karoo: fynbos
(13.6%), thicket (29.3%), renoster (16.9%) and succulent Karoo (32.0%). The two maps suggest a strong
association between terrain roughness and vegetation.
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Figure 1.2: Ruggedness Index in each vegetation patch
Using QGIS 2.10.1 software [268], the ruggedness index was averaged in each vegetation polygon, before
being displayed with boxplots, in order to illustrate the strong association between terrain roughness and
vegetation.

Figure 1.3: Operating camera trap stations
Most of the camera trap stations ran for c. three months, which explains why the number of operating
camera trap stations after the 85th camera trap night drops significantly.
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Figure 1.4: Study area
30×30m Digital Elevation Model (DEM) data provide accurate information about the shape and features
of the surface of the study area in the Little Karoo. The change in elevation was measured using the
Terrain Roughness (ruggedness) Index (TRI) in QGIS 2.10.1 software [268]. The latter was averaged
throughout a 2-km radius circle around every camera trap station and used as a spatial covariate.

Figure 1.5: Ruggedness profiles: available and used by leopards
The ruggedness profile A (black line) of the study area describes the habitat available to all species s,
whereas the ruggedness profile U,leopard (blue line) describes the habitat used by leopards.
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(b) aardwolf
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(c) African wildcat
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(k) c baboon
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(p) grey rhebuck
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(q) grysbok
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Figure 1.6: Cumulative number of active sites
The plots show the cumulative number of active sites for 27 mammal species in the Little Karoo. The
discrete first axis ranges from 0 to 85 camera trap nights; and the second axis gives the percentage of active
sites revealed after x camera trap nights, in relation to the total number revealed after three months.
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Figure 1.7: Detection rate of new active sites
The plots show the detection rate of new active sites for 27 mammal species in the Little Karoo. The
discrete first axis ranges from 0 to 85 camera trap nights; and the second axis gives the percentage of
active sites revealed on each camera trap night x, in relation to the total number revealed after three
months. The area shaded in blue is the confidence interval of the detection rate function.
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Figure 1.8: Jacob’s Index curve
The plots show the Jacob’s Index curve for 27 mammal species in the Little Karoo. The Jacob’s preference
index is independent of the relative abundance of each habitat available to the animals [155]. It varies
from −1 (strong avoidance) to +1 (strong preference), and values close to zero indicate that the habitat
is used in proportion to its availability.
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Figure 1.9: Non-metric multidimentional scaling (NMDS) of the Ruggedness-preference Distance Matrix (RDM)
The NMDS analysis includes 27 mammal species of the Little Karoo. Axis one is interpreted as a left-right gradient from species favouring slightly-rugged
terrain to species favouring highly-rugged terrain. Axis two is interpreted as a bottom-top gradient from species favouring moderately rugged terrain to species
showing no particular preferences, and finally to the three strictly habitat-specialised species (either for slightly- or highly-rugged terrain).
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Figure 1.10: Stress values in relation to the number of dimensions k
The measure of lack of fit in NMDS is known as the ‘stress’ of the configuration. Non-zero stress values
occur with insufficient dimensionality, and as the number of dimensions increases, the stress value will
either decrease or remain stable.









Seasonal plasticity of
mammalian diel activity
rhythms: patterns and control

2.1 Abstract

The world is seasonal with animals subjected to predictable and periodic vari-
ations of the environment. Keeping track of these oscillations is relevant for
reproduction and survival, and animals have evolved genetically programmed
timing mechanisms, also called endogenous biological clocks, enabling circa-
dian (24-hour) and circannual (365 days) rhythms to align with geophysical
cycles; they use these to develop phenologies and to adapt to the time struc-
ture of the environment. Being essential to life but also energetically costly,
activity level (movement) must be optimised throughout the day, and en-
dogenous schedules are adjusted by environmental (exogenous) conditions.
Among the numerous factors that influence the 24-hour circadian rhythm of
a species, photoperiodism – which takes account of the measure of daylength
and of the direction of change in daylength – is the most reliable environmen-
tal cue providing temporal information to synchronise circannual rhythms.
In this study, camera trap systems were used to record patterns of seasonal
occurrence within circadian rhythms of the mammal species of the Little Ka-
roo in South Africa. The seasonal plasticity of the diel activity rhythm –
defined in three time metrics: traditional 24-hour human clock-time and two
ecological times with standardised sunrise and sunset times – is then quan-
tified and compared among the species in the community. Most mammal
species responded to the ecological variability brought about by seasonality
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by adjusting their diel activity rhythms between winter and summer. Com-
parison of intraspecific shifts in diel activity rhythms – before and after time
standardization in respect to annual sunrise and sunset times – showed that,
while some shifts only result from photoperiodism alignment, most are driven
by other factors too. Ten species shifted, in summer compared to winter, pro-
portions of their daily activity from warmer daily time periods to cooler ones;
this supports a behavioural strategy leading to a reduction of time exposure
to a physiologically stressful environment caused by high temperatures in
summer.

2.2 Introduction

The world is seasonal and, in most places, animals are subject to predictable
and periodic variations of the environment; keeping track of these oscillations
is relevant for reproduction and survival [109]. Resource availability or suit-
ability often varies through the annual cycle, and is likely to influence species
with lifespans of the order of a year or more [79, 200, 281, 299, 371]. Animals
have evolved genetically programmed timing mechanisms, also called endoge-
nous biological clocks, enabling circadian (24-hour) and circannual (365 days)
rhythms, to align with geophysical cycles; they use these to develop phenolo-
gies and to adapt to the time structure of the environment [122, 139, 345].
Several species have been shown to have a persistent circannual cycles, some-
times throughout their lives, in the complete absence of temporal information,
highlighting the underlying endogenous control [5,52,131,194,232]. However,
under natural conditions, these rhythms vary between sympatric species as
well as within species, depending on geographical location [12,236,258]. This
suggests that these endogenous schedules can be adjusted by environmental
(exogenous) conditions [73, 160,370].

The diel activity rhythms of terrestrial mammals usually coincide with
the hours of daylight, darkness, and/or twilight [19, 26, 151], and therefore
they are usually grouped into four categories: diurnal, nocturnal, crepus-
cular (active in twilight) and cathemeral (irregularly active at any time of
night or day) [8, 151]. Strictly nocturnal and strictly diurnal are two ex-
tremes of a continuum of temporal partitioning strategies over the 24-hour
cycle [151]. Numerous factors influence the 24-hour circadian rhythm of a
species [121, 190, 191, 275]. Ultimate factors provide the selective basis for
biological seasonality, such as annual food and water availability, tempera-
ture [26] and interspecies interactions (predation and competition). Other
factors (proximate factors), such as daylength [26,74], are not themselves of
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major importance to mammalian reproductive fitness but are employed to
help time an organism’s seasonal cycles and to anticipate and adapt to im-
portant changes in ultimate factors [122]. The most reliable environmental
cue providing temporal information to synchronise circannual rhythms is the
photoperiod, which takes account of the measure of daylength and of the
direction of change in daylength [26, 38, 39, 109, 122, 244]. An encoded mela-
tonin signal, secreted in concentrations inversely proportional to daylength,
allows organisms to track time-of-year [122,345].

Being essential to life but also energetically costly, activity level (move-
ment) must be optimised throughout the day [82]. Defining the influence of
seasonality on the diel activity of terrestrial mammals requires a large amount
of data, collected among numerous individuals within the species community
throughout the whole spectrum of the 24-hour and 365-day cycles. Animal
activity level was traditionally measured through direct observations [25], or
from data collected by telemetry devices [42, 165], such as speed of move-
ment [257] and variance in signal strength [327]. More recently, multi-axial
accelerometers have been used to collect high-resolution data on activity
level [243]. Camera traps combine many advantages of the observational and
telemetry-based techniques, while offering a number of improvements. Au-
tomation, miniaturization and networked systems are all features of modern
camera traps, which enable ethologists to sample a variety of individuals
and species within a community under greatly different environmental con-
ditions. The disturbance caused by camera traps, despite some sounds and
flashes [221], is likely to be minimal [3,41,128]. Time-of-detection data from
remote sensors has been used to make inferences about animal activity level
for many years [42,59,260,290], and newly-developed analytical tools provide
robust methods to quantify many aspects of animal behaviour from camera
trap data [254,283].

In this study, camera trap systems were used to record patterns of sea-
sonal occurrence within circadian rhythms of the mammal species of the
Little Karoo in South Africa. I then quantify and compare, for 25 frequently
recorded mammal species, the seasonal plasticity of the diel activity rhythm
defined in three time metrics: the traditional 24-hour human clock-time and
two ecological times, in which the time of sunrise and sunset are transformed
to be standardised throughout the 365-day cycle. The chapter finally shows
whether seasonal shifts in animal diel activity rhythms are due to photope-
riodism and/or to other factors.
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2.3 Material and methods

2.3.1 Study area

The Little Karoo is a semi-arid desert located at the southern tip of the
African continent [Appendix 1A], within the Cape Fold Belt [Introduction,
Chapter 1 section 1.3.1]. Seasonality here involves the familiar temperate
sequence of summer, autumn, winter and spring, but is largely driven by
the cycle of a hot-dry summer, and a cool-wet winter [188]. Due to the
inclination angle of the rotation axis of the Earth (as compared to its orbital
plane), daylength varies with seasons on the planet’s surface, depending on
the observer’s latitude. The study area in the Little Karoo is positioned in
a grid cell with latitude-longitude coordinates for the north-west and south-
east corners being respectively (33.296745◦S ; 19.974518◦E) and (33.916654◦S
; 20.990753◦E). The variation range of daylength in this area, between the
southern summer solstice (14.40 hours on 21 December) and the southern
winter solstice (9.92 hours on 22 June) is 4.48 hours.

2.3.2 Data collection

Camera traps were deployed between March 2014 and August 2015 [Chapter
1 section 1.3.2] as part of a research project on large carnivores – brown
hyenas Hyaena brunnea and leopards Panthera pardus – within a study area
of 4,327 km2 (minimum convex polygon).

2.3.3 Analysis

2.3.3.1 Kernel density estimation

This analysis was designed to explore the seasonal plasticity of the diel activ-
ity of terrestrial mammals in the Little Karoo between winter (period of the
year with daylength varying within the shortest third of its annual range),
and summer (daylength varying within the longest third) (Fig. 2.1). The rest
of the year, in which daylength varies within the middle third of its range,
consists of two transitional time intervals; data collected for this period were
discarded for this study.

The clock-times t recorded for every photo-capture i provided informa-
tion on the diel activity rhythms of species s in winter and in summer.
Season-specific diel activity rhythms were displayed using a 24-hour ker-
nel density function k (flexible circular distribution [309]), which produced
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the probability density function Al,s of the diel activity rhythm of species s
throughout season l:

Al,s =
n

∑

i=1

k(tli ,s) with

24
∫

0

Al,s · dt = 1

In winter, l = w

In summer, l = e (estival)

(2.1)

The probability density functions Al,s are representations of circular dis-
tributions. Circular variables such as time-of-day are substantially different
from linear variables because they do not behave like numbers on a number
line (the ‘distance’ between 23:59 and 00:01 is the same as that between 10:41
and 10:43). The graphical display of circular distributions can therefore look
very different depending on the selected time origin. For example, the diel
activity rhythm of a strictly nocturnal species appears either as a unimodal
or a U-shaped distribution, depending whether the display is centred around
midnight or around noon (Fig. 2.4(a)). The graphical display of the proba-
bility density functions Al,s was either noon- or midnight-centred, depending
on the time period of the 24-hour cycle in which most of the species’ daily
activity was allocated.

Every photo-capture was either defined as a capture-event or as a dupli-
cate [Chapter 1 section 1.3.3]. All duplicates were discarded for this study
because they inflate the photo-capture counts per unit of time and therefore
distort the kernel density functions.

For this study, mammal species for which at least 15 photo-captures were
made both in winter and in summer were included [Chapter 1 section 1.3.3].
The data collected within the northern section of the Sanbona Wildlife Re-
serve were discarded for this study due to the high game fence delimitating
its border, which makes the reserve a biological system suspected to have
evolved fairly independently and to differ from the rest of the study area
[Chapter 1 section 1.3.1].

2.3.3.2 Data pre-processing

The diel activity rhythms of the mammals of the Little Karoo were analysed
using three time metrics:

clock-time
In a first analysis, the unit of time t was the second (International System
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of Units), defined in terms of oscillations of the caesium atom 55Cs [220].
It is the common unit for timekeeping used in human societies and it can
unambiguously be defined as ‘what a clock reads’.

Annual daylength standardisation
In human clock-time, sunrise and sunset times vary through the year and
across study areas. Because the dark-light cycle is one of the most pre-
dictable environmental cue to which animals are subjected to, light entrain-
ment is likely to be a significant driver of the endogenous circadian clock and
associated diel activity rhythm [277]; analyses based on clock-time therefore
result in ‘fuzziness’ of the activity timing, likely to particularly impact cre-
puscular species. In a second analysis, the time variable t was transformed
so that daily sunrise and sunset times (SR, SS) were standardised to 06:38
(annual average of sunrise times SR) and to 18:38 (annual average of sunset
times SS). However, the transformation did not affect true midday MD or
midnight MN , which were reached at 12:38 and 00:38 respectively, given the
location of the study area on the Earth’s surface.

SR = 06:38 (6.63 h) MD = 12:38 (12.63 h)

SS = 18:38 (18.63 h) MN = 00:38 (0.63 h)

This adjustment was achieved by pre-processing clock-time in both summer
and winter datasets, by a pre-processing function f which varies with time
of day t and date of year T :

t
′

= f(t, T )

Although both winter and summer datasets were pre-processed according to
the same set of rules, the variations of daylength between the two seasons
resulted in two opposite time adjustments: time in summer was contracted
around SS and SR, whereas it was expanded in winter. However, MD and
MN remained untransformed throughout the year and the magnitude of the
time adjustment gradually decreased as t got closer to those two constant
hours (Fig. 2.3 and Fig. 2.5).

The resulting t
′

was a 24-hour circular variable such that daylength equaled
12 hours, for all dates of winter and summer.

With t
′

: ∀ T, daylength = SS − SR = 12 h

The sequential order of ‘time distances’ (or elapsed time) between differ-
ent photo-capture events also remained the same before and after data pre-
processing.

∀ (t1, t2) ∈ [0, 24], |t1 − SR| ≤ |t2 − SR| ⇔ |t′1 − SR| ≤ |t′2 − SR|
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The pre-processing function f was defined by a set of four equations, applied
to domains of t values, related to intervals between midnight and sunrise,
sunrise and midday, midday and sunset, and sunset and midnight. SR and
SS were respectively the sunrise and sunset times on the date T of the photo-
capture, and t the time of the photo-capture event.

MN ≤ t ≤ SR t
′

= MN +K1 · (t−MN) K1 =
6

SR−MN

SR ≤ t ≤ MD t
′

= MD −K2 · (MD − t) K2 =
6

MD − SR

MD ≤ t ≤ SS t
′

= MD +K3 · (t−MD) K3 =
6

SS −MD

SS ≤ t ≤ MN t
′

= MN −K4 · (MN − t) K4 =
6

MN − SS

(2.2)

Replacing MD and MN by their quantitative values for the study site yields:

0.63 ≤ t ≤ SR t
′

= 0.63 +K1 · (t− 0.63) K1 =
6

SR− 0.63

SR ≤ t ≤ 12.63 t
′

= 12.63−K2 · (12.63− t) K2 =
6

12.63− SR

12.63 ≤ t ≤ SS t
′

= 12.63 +K3 · (t− 12.63) K3 =
6

SS − 12.63

SS ≤ t ≤ 0.63 t
′

= 0.63−K4 · (0.63− t) K4 =
6

0.63− SS

(2.3)

Time-of-day is a circular variable; under certain circumstances, the equations
returned inappropriate time values for t

′

. For example, if a species got photo-
captured on 3 March at 23:00, four hours after sunset, then:

t = 23.00
SS = 19.00

}

t
′

= −6.67

To overcome this issue, the daily periodicity was defined as the 24-hour cycle
starting at 00:38 (0.63) and finishing at 24:38 (24.63). Consequently, the
fourth equation was then split up into two;

SS ≤ t ≤ 24 t
′

= 24.63−K4.1 · (24.63− t) K4.1 =
6

24.63− SS

24 ≤ t ≤ 24.63 t
′

= 24.63−K4.2 · (24.63− t) K4.2 =
6

24.63− SSp

(2.4)

where SSp is the sunset time on the previous day (T − 1) of the photo-capture.

In the five equations (Eq. 2.3 and 2.4), the distortion of t was mainly defined
by the value of the coefficient Kλ which, depending on the season, was either
greater or smaller than 1. Fig. 2.3 shows the pre-processing of t for events
that took place on the days of the winter and summer solstices. It highlights
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the standardisation of daylength to exactly 12 hours throughout the 365-day
cycle. Fig. 2.5 provides a different approach to showing the results of the
pre-processing function f for all values of t within the 24-hour cycle, but
this time for events that took place on six dates of the year T , including
on the vernal and fall equinoxes T4 as well as on the southern summer and
winter solstices (T1, T6). Photo-capture events that took place during winter
mornings saw their times t adjusted to earlier values (blue points below the
black line y = x), whereas events that took place during winter afternoons,
saw their times t adjusted to later values (blue points above the black line),
resulting in an expansion of daylength (grey area in Fig. 2.5). The opposite
transformation took place in summer with a contraction of daylength (white
area in Fig. 2.5).

winter MN < t < MD ⇒ t
′

< t

winter MD < t < MN ⇒ t
′

> t

}

daylength expansion

summer MN < t < MD ⇒ t
′

> t

summer MD < t < MN ⇒ t
′

< t

}

daylength contraction

t
′

values greater than 24.00 (24 ≤ t ≤ 24.63) were then re-adjusted by
subtracting 24.00, so that all t

′

values belonged to the 24-hour cycle starting
at 00:00 and finishing at 24:00.

Using t
′

as circular data, the probability density functions describing the diel
activity rhythms Al,s

of species s during season l, in relation to sunrise and
sunset, were computed.

Seasonal daylength standardisation
Finally, in a third analysis, the time variable t was also transformed so that
summer and winter activity patterns could be compared, by standardising
daily sunrise times SR to 07:25 (winter average of sunrise times SRw) or to
05:40 (summer average of sunrise times SRe), and daily sunset times SS to
17:53 (winter average of sunset times SSw) or to 19:31 (summer average of
sunset times SSe). However, the transformation did not affect true midday
MD and night MN , which were reached at 12:38 and 00:38 respectively,
given the location of the study area on the Earth’s surface.

SRe = 05:40 (5.67 h) SRw = 07:25 (7.42 h) MD = 12:38 (12.63 h)

SSe = 19:31 (19.52 h) SSw = 17:53 (17.88 h) MN = 00:38 (0.63 h)

This adjustment was achieved by pre-processing clock-time according to a
similar method, except that in this case, two different and seasonal pre-
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processing functions fl were applied to winter (fw) and summer (fe) datasets:

fl(t, T )

{

T ∈ winter, t
′

= fe(t, T )
T ∈ summer, t

′

= fw(t, T )

Winter and summer datasets were pre-processed according to different sets of
rules: time in summer was slightly contracted around SRe and SSe, whereas
it was slightly expanded in winter around SRw and SSw.

The resulting t
′′

was a 24-hour circular variable, and the difference of
daylength between any winter and summer days was always equal to exactly
3.37 hours.

(SSe − SRe)− (SSw − SRw) = 3.37 h

The sequential order of ‘time distance’ between different photo-capture events
remained the same before and after data pre-processing.

∀ l ∈ {w, e}, ∀ (t1, t2) ∈ [0, 24],

|t1 − SRl| ≤ |t2 − SRl| ⇔ |t′1 − SRl| ≤ |t′2 − SRl|

The pre-processing function fl of season l only differed from its sister function
f by the numerator nλ of the Kλ coefficients in all five equations (Eq. 2.3 and
2.4). λ ∈ {1, 2, 3, 4, 5}:

0.63 ≤ t ≤ SR

SR ≤ t ≤ 12.63

12.63 ≤ t ≤ SS

SS ≤ t ≤ 24.00

24.00 ≤ t ≤ 24.63

n1,w = 6.79

n2,w = 5.21

n3,w = 5.25

n4,w = 6.74

n5,w = 6.74

n1,e = 5.06

n2,e = 6.94

n3,e = 6.89

n4,e = 5.10

n5,e = 5.10

(2.5)

t
′′

values greater than 24.00 (24 ≤ t ≤ 24.63) were then re-adjusted by
subtracting 24.00, so that all t

′′

values belonged to the 24-hour cycle starting
at 00:00 and finishing at 24:00.

Using t
′′

as circular data, the probability density functions describing the
diel activity rhythms A

′′

l,s
of species s during season l, in relation to seasonal

times of sunrise and sunset, were computed.

2.3.3.3 Bootstrapping

A statistical bootstrap method (resampling technique) [235] was used to com-
pare, for every mammal species s, its diel activity rhythm from the data
collected during winter Aw,s to that collected during summer Ae,s.



52
ELSA M. S.

BUSSIERE

Kernel density functions such as Al,s have an under-curve area equal
to 1, which offers the opportunity to compare them against one another,
by calculating their coefficient of overlap ranging from 0 (no overlap) to 1
(identical curves) [283]. Using the overlapEst function from the overlap R-
package [226], the coefficient of overlap O,s in diel activity rhythms of species
s, between winter and summer was calculated:

O,s = Ov(Aw,s, Ae,s)

=

24
∫

0

min(Aw,s, Ae,s) · dt
(2.6)

The process of bootstrapping consists of random sampling without replace-
ment (also called permutation). In this study, r = 10, 000 permutations
were created by randomly splitting the camera trap dataset into two samples
(Awp ,s

, Aep ,s
) with sizes matching those of the two datasets obtained during

the winter and summer seasons. Similarly, the coefficient of overlap of the
two newly created density functions was calculated, prior to storing it into a
species vector V,s:

Op
,s = Ov(Awp ,s

, Aep ,s
)

V,s = (O1
,s, O2

,s, ... Op
,s, ... Or

,s)

r = 10, 000

(2.7)

The percentage of overlap coefficients stored in V,s that are greater than the
observed one O,s was calculated for every species s, along with the p-value
P,s:

Vg,s
= subset(V,s, Op

,s > O,s)

P,s =
L(Vg,s

)

L(V,s)
L = length()

(2.8)

The bootstrap analysis was applied to the three pre-processed datasets, built
with three different time variables t, t

′

and t
′′

, producing O,s, O
′

,s, O
′′

,s and

P,s, P
′

,s, P
′′

,s.

2.3.3.4 Circular statistics

The statistical analysis of circular data is a specialised field [108, 156].
Batschelet (1981) [21] deals with circular statistics specifically within a bio-
logical framework. When standard statistical measures, such as the arith-
metic mean and variance are applied to circular variables, inappropriate
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and nonsensical results are obtained, depending on the arbitrary time ori-
gin [21]. Batschelet (1981) [21] provides mathematical tools (vector algebra
and trigonometric functions) to measure location and dispersion within a cir-
cular distribution. These mathematical tools offer an opportunity to profile
species’ diel activity rhythms and to quantify their seasonal shifts. However,
this methodology provides meaningful results under the assumption that data
are symmetric and unimodal, and very few mammal species of the Little Ka-
roo have their diel activity rhythms meet those criteria (Fig. 2.4(b)), which
is why other routes had to be explored.

2.3.3.5 Seasonal shift in diel activity rhythms

The seasonal shift in diel activity rhythms between summer and winter was
quantified in the three different time metrics t, t

′

and t
′′

, for the 25 mammal
species s:

S,s = Ae,s − Aw,s

S
′

,s = A
′

e,s
− A

′

w,s

S
′′

,s = A
′′

e,s
− A

′′

w,s

(2.9)

S,s, S
′

,s and S
′′

,s could also be defined as:

24
∫

0

S,s · dt =

24
∫

0

S
′

,s · dt
′

=

24
∫

0

S
′′

,s · dt
′′

= 0 (2.10)

24
∫

0

|S,s| · dt = 2 · (1−O,s)

24
∫

0

|S
′

,s| · dt
′

= 2 · (1−O
′

,s)

24
∫

0

|S
′′

,s| · dt
′′

= 2 · (1−O
′′

,s)

(2.11)

The area under the curve of probability density functions is, by definition,
equal to 1; the definite integrals of the difference between two such functions is
compulsorily equal to 0 (Eq. 2.10). The demonstration of Eq. 2.11 is provided
in Appendix 4A.

Descriptive statistics
In Chapter 3 section 3.4, it was shown that, after daylength standardisation
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(t
′

) and within the 24-hour cycle, the time-profile (summary of the activity
level of all species in the community at time t

′

) went through a periodic
cycle characterised by four periods θ. Two stable ones φn and φd, matching
the darkest and brightest hours of the cycle. Outside those hours, the time-
profile went through two transitional periods ρm and ρe during which it varies
rapidly to get from φn to φd and vice versa. The early morning and late
evening periods (ρ) are therefore considered to be the crepuscular hours of
the daily cycle.

θ



















φn : (SS + 1.37 h, SR− 1.63 h)

φd : (SR + 3.37 h, SS − 2.63 h)

ρm : (SR− 1.63 h, SR + 3.37 h)

ρe : (SS − 2.63 h, SS + 1.37 h)

(2.12)

ρm, φd, ρe and φn respectively last five, six, four and nine hours.

Several descriptive statistics were then defined and calculated for every
species s and for the four daily time periods θ defined above. These statistics
were annotated with an apostrophe to highlight the fact that there were
calculated after annual daylength standardisation of the data (t

′

):

Total rhythm variation (%): trv
′

,s =
1

2
· 100 ·

24
∫

0

|S
′

,s| · dt
′

Local rhythm variation (%): lrv
′

,s(θ) = 100 ·

∫

θ
|S

′

,s| · dt
′

∫ 24

0
|S′

,s| · dt
′

Local activity shift (%): las
′

,s(θ) = 100 ·

∫

θ

S
′

,s · dt
′

Compensation index: I
′

,s(θ) =

∫

θ
S

′

,s · dt
′

∫

θ
|S′

,s| · dt
′

(2.13)

The mathematical relationships between A
′

l,s
, O

′

,s and S
′

,s are defined in
Fig. 2.6.

The total rhythm variation of species s (trv
′

,s) provides the percentage of
diel activity rhythm that shifted between the two seasons. The local rhythm
variation of species s during time period θ (lrv

′

,s(θ)) provides the percentage

of trv
′

,s explained during θ. The local activity shift of species s during time

period θ (las
′

,s(θ)) provides the resulting shift in daily activity proportions
allocated by species s throughout θ. Finally, the compensation index of
species s during time period θ (I

′

,s(θ)) will be equal to 1 if lrv
′

,s(θ) is entirely
converted into a shift in activity. However, if compensation effects (activity
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increases compensated by activity decreases throughout θ) occur, I
′

,s(θ) will
take values greater than one.

After this species-specific work, the same analysis was applied to the
whole mammal community c, using the following probability density func-
tions:

24
∫

0

Al,c · dt =

24
∫

0

A
′

l,c
· dt

′

=

24
∫

0

A
′′

l,c
· dt

′′

= 1 (2.14)

Al,c , A
′

l,c
and A

′′

l,c
were calculated using the data for the 25 mammal species

within the community c. The following variables S,c, S,c

′

and S,c

′′

, as well as
descriptive statistics trv

′

,c, lrv
′

,c, las
′

,c and I
′

,c, were calculated. The weight
a species s had on the diel activity rhythms of the mammal community c,
was proportional to its photo-capture frequency.

At a second stage, diel activity rhythms Al,c̄ , A
′

l,c̄
and A

′′

l,c̄
were built

using equal weight for the 25 mammal species within the community c̄. This
was achieved by extracting, for every species s, 128 points at regular time
intervals from each of the three kernel density functions Al,s , A

′

l,s
and A

′′

l,s
,

before averaging:

i ∈ [1..128], Al,c̄(tli) =

25
∑

sj=1

Al,sj
(tli)

25

i ∈ [1..128], A
′

l,c̄
(t

′

li
) =

25
∑

sj=1

A
′

l,sj
(t

′

li
)

25

i ∈ [1..128], A
′′

l,c̄
(t

′′

li
) =

25
∑

sj=1

A
′′

l,sj
(t

′′

li
)

25

(2.15)

Applying the same analysis once more, following variables S,c̄, S,c̄

′

and S,c̄

′′

,
as well as descriptive statistics trv

′

,c̄, lrv
′

,c̄, las
′

,c̄ and I
′

,c̄, were calculated.

Non-metric Multi-Dimensional Scaling (NMDS)
Non-metric approach to multi-dimensional scaling is a statistical tool which
provides a means of displaying and summarising a square symmetric ma-
trix of dissimilarities into a low-dimensional Euclidean space [126, 180, 181].
A dissimilarity matrix was computed to estimate the dissimilarities of sea-
sonal shifts in diel activity rhythm for each pair of species in the mammal
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community of the Little Karoo [32]. The objective in NMDS is to find a con-
figuration of points in Euclidean space so that the ordering of the interpoint
distances matches, as closely as possible, the ordering of the dissimilarities
in the matrix of dissimilarities [32].

The information contained in S
′

,s was compiled into a matrix M with

n = 25 rows (species) and p = 128 columns (t
′

values selected at regular
intervals between 00:38 and 24:38). Every element M [s, t

′

] gave the seasonal
change in diel activity rhythm S

′

,s(t
′

) of species s at time t
′

.

M [s, t
′

] = S
′

,s(t
′

)

Using the dist function from the stats R-package [22, 32, 209], M was com-
puted to calculate a distance matrix with distances being measured between
rows of M using the Manhattan method; the output distance matrix was
a symmetric matrix with 25 rows and columns, and was referred to as the
Activity-shift Distance Matrix (ADM). Every element ADM[s1, s2] quanti-
fied the dissimilarity between the seasonal shift in diel activity rhythm of
species s1 and s2.

ADM[s1, s2] = dist(S
′

,s1
, S

′

,s2
)

An NMDS ordination was performed on ADM, using the isoMDS func-
tion from the MASS R-package [285]. Summarising a dissimilarity matrix
into a two-dimensional plot might not be feasible and a certain amount of
distortion might be created. The measure of lack of fit in NMDS is known as
the ‘stress’ of the configuration. Non-zero stress values occur with insufficient
dimensionality, and as the number of dimensions increases, the stress value
will either decrease or remain stable [32]. The objective of the ordination is
to find the configuration with minimum ‘stress’ for a given number of dimen-
sions. The operation was therefore repeated several times with a different
number of chosen dimensions k, and a screeplot (stress versus k) was plotted
in order to identify the point beyond which additional dimensions do not
substantially lower the stress value.

2.4 Results

The trapping effort of 14,331 camera trap nights resulted in 21,469 photo-
captures which were reduced to 9,057 independent photo-capture events;
these involved 80 wild species, including 46 mammals, 33 birds and one rep-
tile. Of the 46 mammal species, 25 had more than 15 photo-captures in both
summer and winter to enable the analysis to be conducted [Appendix 2A].
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2.4.1 Diel activity rhythms

The probability density functions, built with the three time metrics, de-
scribed the noon- or midnight-centred diel activity rhythms Al,s , A

′

l,s
and

A
′′

l,s
of species s during season l, and showed the nocturnal-diurnal dichotomy

that provides a temporal axis of niche segregation and that has facilitated
coexistence among sympatric species [40] [Chapter 3 section 3.4] (Fig. 2.7).
Similarly, Fig. 2.9 displays the diel activity rhythms Al,c , A

′

l,c
and A

′′

l,c
, as well

as Al,c̄ , A
′

l,c̄
and A

′′

l,c̄
of the mammal community c and c̄ during season l.

2.4.2 Overlap coefficients

The associated overlap coefficients calculated between seasonal diel activity
rhythms were shaded in grey (Fig. 2.7 and 2.9), and summarised in Table
2.1.

The diel activity rhythms of the 25 mammal species s were nearly identical
before and after seasonal daylength standardisation (Al,s , A

′′

l,s
). The average

difference between their associated overlap coefficients O,s and O
′′

,s was equal
to 0.8% (Table 2.1).

The average difference in overlap O,s and O
′

,s between the diel activity
rhythms of the 25 mammal species s, produced before and after annual
daylength standardisation Al,s and A

′

l,s
, was however substantial and equal

to 7.3%. The graphs in Fig. 2.7 illustrate the distortion t
′

of the linearity of
clock-time t around sunrise and sunset (contraction in summer, expansion in
winter), due to annual daylength standardisation. For 20 of the 25 mammal
species, standardising daily times of sunrise and sunset (SR, SS) to the an-
nual average times of sunrise and sunset (SR, SS) prompted an increase in
overlap O

′

,s, sometimes as high as 15% (e.g. leopard and grey duiker Sylvi-
capra grimmia). Aardvark Orycteropus afer, Cape hare Lepus capensis, red
hartebeest Alcelaphus buselaphus and scrub hare Lepus saxatilis were the four
species having their overlap coefficients decreasing after annual daylength
standardisation, that of aardowlf Proteles cristatus remained constant. O

′

,s

ranged from 0.46 (rock hyrax Procavia capensis, greatest seasonal change) to
0.89 (greater kudu Tragelaphus strepsiceros, smallest seasonal change).

2.4.3 Bootstrapped p-values

The results of the bootstrap analysis are summarised in Table 2.1 and Fig.
2.10. They showed that the significant seasonal shift in clock-timed diel
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activity rhythms between winter and summer (P,s < 0.05) for African wild-
cat Felis silvestris, Cape mountain zebra Equus zebra zebra, greater kudu
and leopard, was no longer observed after annual daylength standardisation
(P

′

,s > 0.05). It however remained observed (P,s < 0.05 and P
′

,s < 0.05) for
15 other species: aardwolf, black-backed jackal Canis mesomelas, Cape gray
mongoose Galerella pulverulenta, Cape porcupine Hystrix africaeaustralis,
caracal Caracal caracal, chacma baboon Papio ursinus, eland Taurotragus

oryx, gemsbok Oryx gazella, grey duiker, honey badger Mellivora capensis,
Hewitt’s red rock rabbit Pronolagus saundersia, klipspringer Oreotragus oreo-
tragus, rock hyrax Procavia capensis, scrub hare Lepus saxatilis and steenbok
Raphicerus campestris.

The bootstrap analysis also showed that three of the six species which
displayed no significant seasonal change in their clock-timed diel activity
rhythms between winter and summer (P,s > 0.05), did display a signifi-
cant change after annual daylength standardisation (P

′

,s < 0.05): aardvark
Orycteropus afer, Cape hare Lepus capensis and red hartebeest Alcelaphus

buselaphus.

2.4.4 Seasonal shift in diel activity rhythm

Seasonal shift in diel activity rhythm were displayed using S-curves (Fig. 2.8
and 2.9), before being explored using descriptive statistics (Table 2.2).

2.4.4.1 Graphical display: S-curves

The summer-winter seasonal shifts in diel activity rhythms for each of the 25
mammal species s, were quantified for the three time metrics, and represented
as noon- or midnight-centred curves S,s, S

′

,s and S
′′

,s in Fig. 2.8. Similarly, Fig.
2.9 displays the summer-winter seasonal shifts in diel activity rhythms S,c,
S

′

,c and S
′′

,c as well as S,c̄, S
′

,c̄ and S
′′

,c̄, of the mammal community c and c̄.
In each two-dimensional Euclidean space, the signed area of the plane that
was bounded by the S

′

-curve, the horizontal line y = 0, and the vertical
lines t′ = 0 and t′ = 24, was shaded in black over the darkest hours of the
cycle (φn), dark grey over the crepuscular hours (ρ) and light grey over the
brightest hours (φd). The species-specific seasonal shifts S,s, S

′

,s and S
′′

,s were
positive when the proportion of daily activity, allocated by species s at time
t, t

′

and t
′′

, was higher in summer than in winter. On the contrary, they were
negative when the proportion was lower in summer than in winter. The same
observations applied to communal seasonal shifts S,c, S

′

,c and S
′′

,c as well as

S,c̄, S
′

,c̄ and S
′′

,c̄.
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2.4.4.2 Descriptive statistics

Table 2.2 compiles the S-curves descriptive statistics trv
′

, lrv
′

, las
′

and I
′

providing insights into the seasonal shifts in diel activity rhythms of the 25
mammal species s and of the whole mammal community c and c̄.

a) Total rhythm variation: trv
′

,s

The 25 mammal species were ranked in descending order of their total rhythm
variation trv

′

,s (Table 2.2). Rock hyrax, with 54% of trv
′

,s, was the species
with the highest percentage of diel activity rhythm shift between summer
and winter. Greater kudu was the species with the lowest percentage of
diel activity rhythm shift between summer and winter (11% of trv

′

,s). High

percentages of trv
′

,s did not necessarily imply a significant seasonal shift

in diel activity rhythm. With 28% of trv
′

,s, Springbok showed a substantial
variation of its seasonal diel activity rhythms; however, the bootstrap analysis
showed no significant change (Table 2.1).

b) Local rhythm variation: lrv
′

,s(θ)

The percentage of trv
′

,s explained during each of the four θ time periods
(ρm, φd, ρe and φn (Eq. 2.12)), was defined as the associated local rhythm
variation lrv

′

,s(θ). Divided by the number of hours in θ, it provided the

hourly rhythm variation of species s throughout θ (Table 2.2). lrv
′

,s(θ) was
shaded in grey when θ was the time period of the 24-hour cycle with the
highest hourly rhythm variation. The variations in diel activity rhythm took
place throughout the 24-hour cycle and the time period θ that explained most
of those variations varied according to the species. For eight of the 25 species,
the seasonal shift mainly took place throughout the crepuscular hours of the
morning (ρm). Eight other species showed a main shift during the darkest
hours (φn), five species during the crepuscular hours of the evening (ρe) and
four species during the brightest hours (φd). When considering all crepuscular
hours together (ρ), it appeared that, for 13 species, most of the seasonal shift
took place during the crepuscular hours of the 24-hour cycle. This is also true
regarding the variations in diel activity rhythm of the mammal community
as a whole: c and c̄.

c) Local activity shift: las
′

,s(θ)
Variations of the diel activity rhythm can lead to local activity shifts: in-
creases and/or decreases in the proportions of daily activity allocated to cer-
tain time periods of the 24-hour cycle. They can also result in no alteration of
the proportions of daily activity during a specific time period (θ), because of
compensation effects (throughout the time period in question, local increases
can be compensated by local decreases).
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Morning crepuscular hours, las
′

,s(ρm): Table 2.2 shows that, except for honey
badger and leopard, the other 23 mammal species increased their proportions
of daily activity allocated to morning crepuscular hours (ρm) in summer,
compared with those allocated in winter. These percentages were shaded in
orange.

Brightest and evening crepuscular hours, las
′

,s(φd, ρe): The proportions of
daily activity allocated to brightest hours (φd) and evening crepuscular hours
(ρe) in summer, decreased (shaded in blue) or remained unchanged (no shad-
ing) for most species (23 species for φd, and 20 species for ρe).

Darkest hours, las
′

,s(φn): The trends regarding the darkest hours (φn) were
more nuanced with roughly the same number of species having increased (8
species) their proportions of daily activity during the darkest hours of the 24-
hour cycle in summer, as the number of species having decreased (10 species)
or unchanged (seven species) their proportions of daily activity during those
hours.

One of the most striking seasonal shift was that of honey badger. It
displayed a bimodal and crepuscular pattern in winter and a unimodal and
nocturnal pattern in summer (Fig. 2.7(r)).

d) Compensation index: I
′

,s(θ)
Four species, klipspringer, steenbok, Cape porcupine and African wildcat,
showed substantial compensation effects, meaning that despite large seasonal
variations of their diel activity rhythms over θ, their resulting seasonal shift
in activity during θ was small. The compensation index I

′

,s(θ) highlighted
these compensation effects with values appreciably greater than one, and
shaded in grey in Table 2.2. For 14 species, the compensation index I

′

,s(ρ)
was greater than one, meaning that the seasonal shift in activity allocated
to morning and evening crepuscular hours (ρm and ρe) worked in opposite
directions. When a species showed no activity during θ in both seasons, the
associated lrv

′

,s(θ) and las
′

,s(θ) were zero, and I
′

,s(θ) returned NA.

Looking at the mammal community c̄, the seasonal variations in diel ac-
tivity rhythm led to an increase of the proportions of daily activity allocated
to morning crepuscular hours (ρm), a decrease of the proportions of daily
activity allocated to the brightest and evening crepuscular hours (φd and ρe),
and no shift in proportions of daily activity allocated to the darkest hours of
the night (φn). However, I

′

,c̄(φn) = 11 showed that the proportions of daily
activity symmetrically increased and decreased at different periods of the
darkest time period (φn), creating activity compensation. Finally, I

′

,c̄(ρ) = 4
showed that the proportions of daily activity varied in opposite directions be-
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tween morning and evening crepuscular hours (ρm and ρe). Fig. 2.9 provides
a graphical summary of those results.

2.4.5 Seasonal shift comparison in the community

The NMDS algorithm captured, in two dimensions, the essential structure
of the dissimilarity data (stress = 0.159). Fig. 2.11 represents, as closely as
possible, the ordering of the dissimilarities between species’ seasonal shift in
diel activity rhythm. In other words, points close together represent species
that shifted their diel activity rhythm between winter and summer in a more
similar manner than species represented by points farther apart; however,
the graph does not provide quantitative information regarding this difference.
Whenever possible, the noon-centred S

′

,s-curves were added to NMDS plot,
next to the associated species points.

A screeplot (Fig. 2.12) revealed that attempting an ordination with one
NMDS axis yielded unacceptably high stress (0.269) whereas two or three
dimensions was more adequate. However, with five dimensions, the stress
value dropped below 0.050, which indicated good fit. Despite a stress value
greater than 0.050, the NMDS plot in two dimensions could be useful as a
first exploration of the data and to gain some insights into the dissimilarities
data between the seasonal shifts in diel activity rhythm of the 25 mammal
species s, within the mammal community of the Little Karoo.

In the NMDS plot (Fig. 2.11), the 25 mammal species were spatially
placed in a plane with a clear and gradual left-right transition along the
first axis, from species with a ‘diurnal’ shift of their diel activity rhythms
between summer and winter (e.g. rock hyrax) to species with a ‘nocturnal’
shift of their diel activity rhythms between summer and winter (e.g. aard-
wolf). The species in the centre of the plot are those which show rather
little pattern and small-amplitude shifts of their diel activity rhythms be-
tween seasons (e.g. greater kudu). Species on the right hand side of the first
axis are the species which are nocturnal, but switch from using hours before
midnight in winter to hours after midnight in summer, of which aardwolf is
the strongest example. On the edges of the plot are the species with unusual
shifts: rock hyrax remains diurnal but switches a substantial proportion of
its daily activity from midday hours in winter to morning twilight in summer;
honey badger shifts from being crepuscular in winter to being nocturnal in
summer; and red hartebeest, which is crepuscular both seasons, but switches
a substantial proportion of its daily activity from night to day.
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2.5 Discussion

Using camera traps set over winter and summer, this chapter documented
the seasonal plasticity of the diel activity rhythms of 25 mammal species
co-occurring in the Little Karoo. Most mammal species responded to the
ecological variability brought about by adjusting their diel activity rhythms
between winter and summer. The extent of these seasonal shifts varied among
the mammal community.

2.5.1 Data pre-processing

Standardising daily times of sunrise and sunset (SR, SS) to the annual
average times of sunrise and sunset (SR, SS), reshaped species’ diel activity
rhythms noticeably. In contrast, standardising daily times of sunrise and
sunset (SR, SS) to the seasonal average times of sunrise and sunset (SRw,
SRe; SSw, SSe), hardly influenced species’ diel activity rhythms, because of
the minor time difference between t and t

′′

. On any day of season l, sunrise
and sunset times were close to the seasonal averaged ones, which is why
pre-processing the data in this manner brought no useful insights into the
seasonal shifts in diel activity rhythms of the 25 sympatric mammal species.

2.5.2 Factors influencing seasonal shifts

The de-synchronised, clock-timed diel activity rhythms of African wildcat,
Cape mountain zebra, greater kudu and leopard were synchronised with an-
nual daylength standardisation, meaning that, for these species, the seasonal
change in diel activity rhythms was almost entirely a consequence of pho-
toperiodism alignment.

The de-synchronised, clock-timed diel activity rhythms of aardwolf, black-
backed jackal, Cape gray mongoose, Cape porcupine, caracal, chacma ba-
boon, eland, gemsbok, grey duiker, honey badger, Hewitt’s red rock rabbit,
klipspringer, rock hyrax, scrub hare and steenbok, did not re-synchronise
after annual daylength standardisation, suggesting that their significant sea-
sonal change in diel activity rhythms were not (solely) a result of photope-
riodism alignment, and was driven by other factor(s). However, except for
aardwolf and scrub hare, the overlap coefficients of the other 13 species in-
creased after annual daylength standardisation (O

′

,s > O,s), often further to
a minimisation of the seasonal de-synchronisation, which suggests that their
significant seasonal change in diel activity rhythms could be a partial conse-
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quence of photoperiodism alignment as well, whose contribution increased as
their overlap coefficient did too.

The synchronised, clock-timed diel activity rhythms of aardvark, Cape
hare and red hartebeest got de-synchronised, and their overlap coefficient
decreased, after annual daylength standardisation, meaning that their diel
activity rhythms did not align to photoperiodism as seasons change and that
they follow clock-time.

Finally, no significant seasonal change in clock-timed and t
′

-adjusted diel
activity rhythms was observed for brown hyena, grey rhebuck and springbok.
The increase of their overlap coefficient after annual daylength standardisa-
tion suggests that their diel activity rhythms might partly align to photope-
riodism. This adjustment would however not be significant given the overall
versatility of the diel activity rhythm.

Comparing intraspecific shifts in diel activity rhythms – before and af-
ter time standardization in respect to annual sunrise and sunset times –
this chapter found that, while some shifts only result from photoperiodism
alignment, most are driven by other factors too (Table 2.3). Environmental
seasonality influences processes that enable individuals to meet their meta-
bolic needs; it drives population dynamics and community structure. It also
translates into variations of numerous environmental factors such as pho-
totoperiodism, temperature, rainfall and food availability [46]. Variations
in food availability are likely to prompt variations in food intakes (calories
and nutrients), which are fundamental to satisfy cellular maintenance, ther-
moregulation and locomotion costs [45, 142]; these ecological processes have
the potential to directly affect species’ diel activity rhythm [105,255,272,367].
A great number of mammals living in seasonally changing environment are
doubtlessly seasonal breeders [294]. Two well-known seasonal predictors that
prepare individuals metabolically for breeding are photoperiodism and sec-
ondary plant compounds found in newly emerging vegetation [97]. It is likely
to observe variations of the diel activity rhythm of species during the course
of pregnancy and nursing [372].

2.5.3 Profiling seasonal shifts

Seasonal shifts in diel activity rhythm varied in their amplitude and direction
among species. Comparing the amplitude of species’ seasonal shift with each
other must be done carefully because their significance depends on the over-
all versatility of the diel activity rhythm, which might vary greatly among
species (Fig. 2.10). Nineteen species showed a significant shift in clock-timed
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diel activity rhythm between winter and summer, and for 15 of them, this
shift could not solely be explained by photoperiodism alignment (Table 2.3).
Although the analysis also showed a significant seasonal shift in diel activity
rhythm after annual daylength standardisation (P

′

,s < 0.05) for three other
species – aardvark, Cape hare and red hartebeest – it would be misleading
to attempt to interpret its meaning since the clock-timed seasonal shift was
not significant (P,s > 0.05). Following clock-time, these three species showed
a significant seasonal shift, which was induced by the pre-processing of time
t in order to achieve daylength standardisation.

The hourly rhythm variation (lrv
′

,s) reached its highest rate during differ-
ent daily time periods θ depending on the species. This time period is likely
to depend on the species’ temporal preferences. For example, rock hyrax and
klipspringer were the two species having their hourly rhythm variation reach
its highest rate during the brightest hours of the 24-hour cycle (φd). These
two species also allocate a considerable amount (more than 50%) of their
daily activity to φd; in Chapter 3 section 3.4, rock hyrax and klipspringer are
defined as diurnal species. As for Hewitt’s red rock rabbit and Cape porcu-
pine, defined as nocturnal species, their hourly rhythm variation reached its
highest rate during the darkest hours of the daily cycle (φn).

In the case of no hourly rhythm variation observed (lrv
′

,s(θ) = 0), it
was either because species s had not shifted its proportions of daily activity
throughout this time period, or that species s was not active at all in both
summer and winter, throughout this time period (e.g. Hewitt’s red rock
rabbit during the brightest hours of the day, Table 2.2).

However, nine of the 15 species, eland, caracal, scrub hare, steenbok,
Cape gray mongoose, grey duiker, black-backed jackal, chacma baboon and
gemsbok, had their hourly rhythm variation reach its highest rate during the
crepuscular hours (ρ) of the 24-hour cycle, independently of their temporal
preferences. This supports the idea that photoperiodism plays a crucial role
in the adjustment of mammal diel activity rhythms in the Little Karoo.

Among the 15 mammal species that showed a significant change of their
seasonal diel activity rhythms both before and after daylength standardis-
ation, 10 shifted proportions of their daily activity from warmer daily time
periods to cooler ones, in summer compared to winter. Most of the activity
shifts went from the brightest and evening crepuscular hours (φd and ρe)
towards morning crepuscular hours (ρm, and to a lesser extent towards the
darkest hours φn). This trend could be the result of a behavioural strategy to
avoid hot midday and evening hours, and consequently minimise time expo-
sure to a physiologically stressful environment caused by high temperatures
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in summer (Fig. 2.13) [113, 150, 157, 158, 201, 336]. Besides the thermoreg-
ulatory benefits of restricting activities to cooler time periods, it offers the
opportunity to increase the water intake by feeding at night or before dawn
when dew forms on vegetation [334]. It is less explicit to interpret the sig-
nificant shift of daily activity from dark night (φn) towards morning twilight
(ρm), which was observed between winter and summer for Hewitt’s red rock
rabbit, scrub hare, black-backed jackal and gemsbok. The NMDS analysis
represented these four species close to one another in Fig. 2.11, suggesting
little dissimilarity was observed between their seasonal shifts in diel activity
rhythm.

The 4% increase of the proportions of daily activity allocated to φd by the
mammal community c in summer – despite the opposite behaviour followed
by most of the species within c, except red hartebeest and chacma baboon –
was due to the large weight that species chacma baboon had in c. With 1,514
independent photo-capture events collected for chacma baboon over winter
and summer together, the species had a 17% weight in c, compared to 4% in
c̄, where all 25 mammal species received equal weight.

Changes in timing of the diel activity rhythm of 25 mammal species be-
tween winter and summer, resulted into a shift in the proportions of the daily
activity of community c̄ from the brightest and evening crepuscular hours (φd

and ρe) towards morning crepuscular hours ρm, supporting furthermore the
behavioural strategy leading to a reduction of time exposure to a physio-
logically stressful environment caused by high temperatures in summer. Al-
though the study registered information for each season over two consecutive
years, it might not be sufficient to determine stability of versatilities within
seasons with respect to different years.
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2.6 Tables

Table 2.1: Bootstrapped p-values
The Nw and Ns are respectively the number of photo-capture events collected across winter and summer

for 25 mammal species in the Little Karoo; O,s, O
′

,s and O
′′

,s (built with t, t
′

and t
′′

) are the overlap

coefficients between winter and summer diel activity rhythms; P,s, P
′

,s and P
′′

,s are the bootstrapped p-
values (in %) showing whether winter and summer diel activity rhythms are significantly different (< 5%).

Species Nw Ns O,s P,s O
′

,s P
′

,s O
′′

,s P
′′

,s

aardvark 81 55 0.84 10 0.81 3 0.84 11
aardwolf 42 68 0.57 0 0.57 0 0.57 0

African wildcat 261 130 0.82 0 0.88 15 0.82 0

black backed jackal 484 362 0.82 0 0.86 0 0.81 0

brown hyena 50 23 0.80 18 0.81 22 0.79 18
Cape gray mongoose 229 73 0.70 0 0.81 0 0.70 0

Cape hare 23 69 0.81 18 0.76 5 0.81 15
Cape mountain zebra 37 48 0.67 1 0.80 49 0.69 3

Cape porcupine 178 187 0.76 0 0.81 0 0.77 0

caracal 226 80 0.68 0 0.80 0 0.68 0

chacma baboon 521 993 0.84 0 0.87 0 0.84 0

eland 173 143 0.67 0 0.74 0 0.67 0

gemsbok 426 372 0.82 0 0.88 0 0.81 0

greater kudu 153 90 0.78 0 0.89 76 0.78 0

grey duiker 362 644 0.70 0 0.85 0 0.70 0

grey rhebuck 62 111 0.82 11 0.85 30 0.82 9
Hewitts red rock rabbit 30 32 0.67 1 0.72 4 0.72 6
honey badger 44 32 0.54 0 0.66 1 0.56 0

klipspringer 167 136 0.73 0 0.80 0 0.74 0

leopard 95 81 0.69 0 0.84 17 0.71 0

red hartebeest 30 118 0.78 22 0.69 1 0.77 21
rock hyrax 17 33 0.36 0 0.46 0 0.36 0

scrub hare 327 81 0.82 1 0.80 0 0.85 7
springbok 20 55 0.69 9 0.72 19 0.69 9
steenbok 121 93 0.66 0 0.80 4 0.67 0

Community Nw Ns O,c P,c O
′

,c P
′

,c O
′′

,c P
′′

,c

c 4159 4109 0.88 0 0.87 0 0.88 0

c̄ (equal weight) - - 0.83 0 0.89 0 0.83 0
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Table 2.2: Seasonal shift in diel activity rhythm
(Caption on following page)

trv
′

,s lrv
′

,s las
′

,s I
′

,s

Species 24-h cycle ρm φd ρe φn ρ ρm φd ρe φn ρ ρm φd ρe φn ρ

rock hyrax ∗ 54 40 53 5 2 45 45 -49 4 0 49 1 1 1 1 1

aardwolf ∗ 43 13 2 21 64 34 9 1 -20 10 -11 1 1 1 5 2

honey badger ∗ 34 18 8 22 52 40 -11 -6 -19 36 -30 1 1 1 1 1

red hartebeest ∗ 31 25 32 13 30 38 6 19 -13 -12 -7 2 1 1 1 3

Hewitts red rock rabbit ∗ 28 24 0 10 65 34 18 0 -3 -15 15 1 NA 2 2 1

springbok 28 21 43 7 29 28 8 -18 -5 15 3 1 1 1 1 5

eland ∗ 26 23 14 32 31 55 13 -5 -21 13 -8 1 2 1 1 3

Cape hare ∗ 24 13 0 10 76 23 8 0 6 -14 14 1 NA 1 2 1

Cape mountain zebra 20 17 25 21 37 38 2 -11 -8 17 -6 4 1 1 1 2

caracal ∗ 20 11 20 29 40 40 7 -7 -13 13 -6 1 1 1 1 2

klipspringer ∗ 20 18 42 26 14 44 8 0 -12 4 -4 1 202 1 1 4

scrub hare ∗ 20 36 6 9 49 45 9 1 2 -12 11 1 2 2 2 1

steenbok ∗ 20 42 21 10 27 52 1 -4 5 -2 5 22 2 1 6 4

aardvark ∗ 19 24 0 4 71 28 13 0 2 -15 15 1 NA 1 2 1

brown hyena 19 3 0 13 83 16 4 0 9 -13 13 1 NA 1 2 1

Cape gray mongoose ∗ 19 46 26 22 6 68 17 -10 -8 1 9 1 1 1 1 3

Cape porcupine ∗ 19 17 4 13 66 30 6 1 -7 0 -1 1 2 1 287 16

leopard 16 23 6 14 57 37 -7 -2 -8 17 -15 1 1 1 1 1

grey duiker ∗ 15 44 26 8 22 52 6 -7 -1 2 6 2 1 4 6 3

grey rhebuck 15 39 24 6 31 45 14 -3 -4 -7 10 1 3 1 1 1

black-backed jackal ∗ 14 51 14 7 28 58 15 -4 -2 -9 13 1 1 1 1 1

chacma baboon ∗ 13 15 44 38 3 53 3 7 -10 0 -7 2 2 1 9 2

African wildcat 12 23 11 32 34 55 7 0 -5 -2 2 1 97 1 5 7

gemsbok ∗ 12 29 20 20 31 49 8 2 -5 -5 3 1 3 1 1 4

greater kudu 11 32 20 12 36 44 10 -6 3 -7 13 1 1 1 1 1

trv
′

lrv
′

las
′

I
′

Community 24-h cycle ρm φd ρe φn ρ ρm φd ρe φn ρ ρm φd ρe φn ρ

c 15 34 17 18 31 52 8 4 -4 -8 4 1 1 1 1 3

c̄ (equal weight) 15 34 19 21 26 60 8 -3 -5 0 3 1 1 1 11 4
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Table 2.2: Seasonal shift in diel activity rhythm
All descriptive statistics, provided above for 25 mammal species in the Little Karoo, were calculated after annual daylength standardisation of the data (t′). *

is showing next to the names of species with a significant seasonal change (P
′

,s < 0.05). trv
′

,s represents the total rhythm variation of species s between winter
and summer, which also consists of the percentage of diel activity rhythm that shifted between the two seasons. Time of day was divided into four θ time

periods: ρm, φd, ρe and φn (ρ = ρm + ρe, showing in italic). lrv
′

,s(θ) provides the local rhythm variation of species s during time period θ, which consists of

the percentage of trv
′

,s explained during θ. Divided by the number of hours in θ, the local rhythm variation highlighted the daily time period that explained

most of the trv
′

,s per hour, for species s; it was shaded in gray. las
′

,s(θ) represents the local activity shift of species s during time period θ, which consists of the
resulting shift in daily activity proportions allocated by species s throughout θ. All substantial increases (> 2%) of the proportions of daily activity in summer,

were highlighted in orange, whereas all substantial decreases (< −2%) were highlighted in blue. Finally, I
′

,s(θ) represents the compensation index of species

s during time period θ, which equaled 1 when lrv
′

,s(θ) was entirely converted into a shift in activity. However, when compensation effects (activity increases

compensated by activity decreases throughout θ) occurred, I
′

,s(θ) took values greater than one. When a species showed no activity during θ in both seasons,

the associated lrv
′

,s(θ) and las
′

,s(θ) equaled 0, and I
′

,s(θ) returned NA.

trv
′

, lrv
′

, las
′

and I
′

apply similarly to the mammal community c and c̄ as a whole.

Reading example: 54% of rock hyrax’s diel activity rhythm shifted between winter and summer. Most of the shift took place during ρm (40%) and φd (53%)
periods of the 24-hour cycle. In summer, rock hyrax increased by 45% the proportion of its daily activity allocated to ρm, whereas it decreased by 49% the
proportion of its daily activity allocated to φd. The seasonal shift in activity primarily went from φd to ρm.
For Cape porcupine, 66% of the seasonal shift took place during φn. However, the resulting activity shift during φn was close to 0%, which was highlighted by

I
′

,s(φn) = 287, ameaning that throughout φn, the activity increases were compensated by symmetric activity decreases.
Most of the total rhythm variation of the caracal took place during φn (40%). However, during ρe, the extent of rhythm variation explained per hour, was
greater and shaded in gray.
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Table 2.3: Summary
For 25 mammal species in the Little Karoo: O,s and O

′

,s (built with t and t
′

) are the overlap coefficients

between winter and summer diel activity rhythms; P,s and P
′

,s are the associated bootstrapped p-values
and * indicates a significant seasonal change (< 0.05); Ph indicates photoperiodism alignment and F
indicates the influence of other factors.

Species O
′

,s −O,s P,s P
′

,s Ph F

African wildcat + * x

Cape mountain zebra + * x

greater kudu + * x

leopard + * x

aardwolf = * * x

black backed jackal + * * (x) x

Cape gray mongoose + * * (x) x

Cape porcupine + * * (x) x

caracal + * * (x) x

chacma baboon + * * (x) x

eland + * * (x) x

gemsbok + * * (x) x

grey duiker + * * (x) x

Hewitts red rock rabbit + * * (x) x

honey badger + * * (x) x

klipspringer + * * (x) x

rock hyrax + * * (x) x

scrub hare – * * x

steenbok + * * (x) x

aardvark – *

Cape hare – *

red hartebeest – *

brown hyena + (x)

grey rhebuck + (x)

springbok + (x)
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2.7 Figures

Figure 2.1: Daylength oscillations throughout the year, in the Little Karoo
Winter is defined as the period of the year with daylength Dl varying within the bottom third of its annual
range A (Dl < 11.43), and summer as the period of the year with daylength varying within the top third
(Dl > 12.90). Consequently, winter starts on 11 April and ends on 01 September, whereas summer starts
on 15 October and ends on 26 February.

Figure 2.2: Data collection in winter and summer
The graph shows the distributions of the number of photo-captures collected in winter and in summer, in
the Little Karoo.
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Figure 2.3: Daylength standardisation (t
′

)
Pre-processing of t on the days of the southern winter and summer solstices. In summer and winter, the
time variable t gets distorted in opposite ways, resulting into a standardisation of daylength to 12 hours,
throughout the year. Independently on the date T of the year (except on the days of the equinoxes), the

adjustment (|t
′

− t|) is always greatest at sunrise (t = SR) and at sunset (t = SS).

(a) Effect of time origin: midnight vs noon

(b) Unimodal and symmetric distribution as-
sumptions

Figure 2.4: The problems of circular data
(a) The aardvark diel activity rhythm appears either as a unimodal or a U-shaped distribution, whether
the display is centred around midnight or around noon. (b) The aardvark diel activity rhythm (left density
function) follows a unimodal and symmetric circular distribution, contrarily to the multimodal diel activity
rhythm of the greater kudu (right density function).
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Figure 2.5: Pre-processing function f : t
′

= f(t, T )
The graph shows the pre-processing of the time variable t, on six different days of the year (T ), including
on the vernal and fall equinoxes (T4) as well as on the southern winter (T6) and summer (T1) solstices. f is
defined by four equations with domain of definition depending on sunrise (SR) and sunset (SS) times, the
latter depending themselves on T . On the days of the equinoxes (SR = SR and SS = SS), therefore no

adjustment was computed (t
′

= t, black line). During winter mornings (SR > SR), t was then adjusted

to lower values (t
′

< t, blue lines), and during winter afternoons (SS < SS), t was adjusted to greater

values (t
′

> t, blue lines), resulting into an expansion of daylength (grey area). The opposite distortion
took place in summer (orange lines), resulting into a contraction of daylength (white area).



7
3

B
IO

L
O
G
IC

A
L

S
C
IE

N
C
E
S

S
E
A
S
O
N
A
L

S
H
IF

T
IN

A
C
T
IV

IT
Y

R
H
Y
T
H
M

Figure 2.6: Mathematical relationships between A
′

l,s
, O

′

,s and S
′

,s

A
′

e,s
and A

′

w,s
are the probability density functions representing the diel activity rhythms of species s in summer and winter. O

′

,s represents the area of overlap

between the two probability density functions. Both S
′

,s and |S
′

,s| provide insights into the seasonal shift in diel activity rhythm of species s between summer

and winter. |S
′

,s| illustrates the extent of the rhythm variation between summer and winter, whereas S
′

,s illustrates the resulting activity shift.
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(a) Aardvark, midnight-centred diel activity rhythm

(b) Aardwolf, midnight-centred diel activity rhythm

(c) African wildcat, midnight-centred diel activity rhythm

Figure 2.7: Species seasonal diel activity rhythms
Winter and summer diel activity rhythms are displayed for 25 mammal species s in the Little Karoo,
using three different time metrics: traditional 24-hour human clock-time t and two ecological times with

standardised sunrise and sunset times t
′

and t
′′

. The grey areas show the overlap between the two
probability density functions in each plot, for summer and winter.
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(d) black-backed jackal, midnight-centred diel activity rhythm

(e) Brown hyena, midnight-centred diel activity rhythm

(f) Cape gray mongoose, noon-centred diel activity rhythm

(g) Cape hare, midnight-centred diel activity rhythm

Figure 2.7: Seasonal shift in diel activity rhythms (continued)
A full caption is provided on p74.
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(h) Cape mountain zebra, midnight-centred diel activity rhythm

(i) Cape porcupine, midnight-centred diel activity rhythm

(j) Caracal, midnight-centred diel activity rhythm

(k) Chacma baboon, noon-centred diel activity rhythm

Figure 2.7: Seasonal shift in diel activity rhythms (continued)
A full caption is provided on p74.
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(l) Eland, midnight-centred diel activity rhythm

(m) Gemsbok, noon-centred diel activity rhythm

(n) Greater kudu, noon-centred diel activity rhythm

(o) Grey duiker, midnight-centred diel activity rhythm

Figure 2.7: Seasonal shift in diel activity rhythms (continued)
A full caption is provided on p74.
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(p) Grey rhebuck, noon-centred diel activity rhythm

(q) Hewitt’s red rock rabbit, midnight-centred diel activity rhythm

(r) Honey badger, midnight-centred diel activity rhythm

(s) Klipspringer, noon-centred diel activity rhythm

Figure 2.7: Seasonal shift in diel activity rhythms (continued)
A full caption is provided on p74.
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(t) Leopard, midnight-centred diel activity rhythm

(u) Red hartebeest, noon-centred diel activity rhythm

(v) Rock hyrax, noon-centred diel activity rhythm

(w) Scrub hare, midnight-centred diel activity rhythm

Figure 2.7: Seasonal shift in diel activity rhythms (continued)
A full caption is provided on p74.
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(x) Springbok, noon-centred diel activity rhythm

(y) Steenbok, noon-centred diel activity rhythm

Figure 2.7: Seasonal shift in diel activity rhythms (continued)
A full caption is provided on p74.
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(a) Aardvark, midnight-centred diel activity rhythm

(b) Aardwolf, midnight-centred diel activity rhythm

(c) African wildcat, midnight-centred diel activity rhythm

Figure 2.8: Seasonal shift in diel activity rhythms: summer − winter
The seasonal change in diel activity rhythms between summer and winter is quantified for 25 mammal
species s in the Little Karoo, and in the three different time metrics: traditional 24-hour human clock-time

t and two ecological times with standardised sunrise and sunset times t
′

and t
′′

. The functions S,s, S
′

,s

and S
′′

,s are positive when the proportion of daily activity is higher in summer than in winter; vice versa
for negative values.
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(d) black-backed jackal, midnight-centred diel activity rhythm

(e) Brown hyena, midnight-centred diel activity rhythm

(f) Cape gray mongoose, noon-centred diel activity rhythm

(g) Cape hare, midnight-centred diel activity rhythm

Figure 2.8: Seasonal shift in diel activity rhythms: summer − winter
(continued)
A full caption is provided on p81.
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(h) Cape mountain zebra, midnight-centred diel activity rhythm

(i) Cape porcupine, midnight-centred diel activity rhythm

(j) Caracal, midnight-centred diel activity rhythm

(k) Chacma baboon, noon-centred diel activity rhythm

Figure 2.8: Seasonal shift in diel activity rhythms: summer − winter (con-
tinued)
A full caption is provided on p81.
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(l) Eland, midnight-centred diel activity rhythm

(m) Gemsbok, noon-centred diel activity rhythm

(n) Greater kudu, noon-centred diel activity rhythm

(o) Grey duiker, midnight-centred diel activity rhythm

Figure 2.8: Seasonal shift in diel activity rhythms: summer − winter
(continued)
A full caption is provided on p81.
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(p) Grey rhebuck, noon-centred diel activity rhythm

(q) Hewitt’s red rock rabbit, midnight-centred diel activity rhythm

(r) Honey badger, midnight-centred diel activity rhythm

(s) Klipspringer, noon-centred diel activity rhythm

Figure 2.8: Seasonal shift in diel activity rhythms: summer − winter (con-
tinued)
A full caption is provided on p81.
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(t) Leopard, midnight-centred diel activity rhythm

(u) Red hartebeest, noon-centred diel activity rhythm

(v) Rock hyrax, noon-centred diel activity rhythm

(w) Scrub hare, midnight-centred diel activity rhythm

Figure 2.8: Seasonal shift in diel activity rhythms: summer − winter
(continued)
A full caption is provided on p81.
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(x) Springbok, noon-centred diel activity rhythm

(y) Steenbok, noon-centred diel activity rhythm

Figure 2.8: Seasonal shift in diel activity rhythms: summer − winter
(continued)
A full caption is provided on p81.
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(a) Seasonal diel activity rhythms Al,c , A
′

l,c
and A

′′

l,c

(b) Seasonal shift in diel activity rhythms S,c, S
′

,c and S
′′

,c

(c) Seasonal diel activity rhythms Al,c̄ , A
′

l,c̄
and A

′′

l,c̄

(d) Seasonal shift in diel activity rhythms S,c̄, S
′

,c̄ and S
′′

,c̄

Figure 2.9: Seasonal shift in diel activity rhythms of the mammal community
Winter and summer diel activity rhythms of the mammal community in the Little Karoo are displayed in
(a) and (c), using three different time metrics: traditional 24-hour human clock-time t and two ecological

times with standardised sunrise and sunset times t
′

and t
′′

; the grey area being the overlap between
the two probability density functions. In (a) the density functions were built using the raw camera trap
data collected for the mammal community c : 4159 photo-captures in winter and 4208 photo-captures in
summer. In (c) the density functions were built after attributing the same weight to every species s of the
community c, independently of its photo-capture frequency.
The seasonal shifts in diel activity rhythms of the mammal community, between summer and winter, were
quantified in the three different time metrics, as well as before (c) and after (c̄) equalising every species

weight to build the community diel activity rhythms (displayed in (b) and (d)). Functions S,c, S
′

,c and

S
′′

,c, as well as S,c̄, S
′

,c̄ and S
′′

,c̄, were positive when the proportion of daily activity was higher in summer
than in winter; vice versa for negative values.
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Figure 2.10: Bootstrap boxplots for each of the 25 species in the Little Karoo
Boxplots summarise the structure of the 25 O

′

,s variables, each being defined as the overlap coefficient
calculated between two diel activity rhythms of species s, built with two data samples randomly selected
from the original dataset collected for species s. The bootstrap analysis used r = 10, 000 permutations

p, producing 10,000 O
p
,s

′

values [Chapter 2 section 2.3.3.3]. The 25 species were sorted in descending

order with respect to the degree of dispersion (spread) of O
′

,s, which was quantified by ∆O
p
,s

′

, and which
represents the versatility of the diel activity rhythm of species s, throughout a 365-day cycle. The second

and third quartiles of the O
′

,s variable, are represented by the box, the median being the vertical line

within the box. The blue points represent the observed value of O
′

,s calculated between the diel activity
rhythms of species s in summer and in winter. * is showing next to the names of species with a significant

seasonal change (P
′

,s < 0.05).



9
0

E
L
S
A

M
.
S
.

B
U
S
S
IE

R
E

Figure 2.11: Non-metric Multi-Dimensional Scaling
NMDS plot summarising the dissimilarity data between the S

′

,s-curves. These curves are those of the middle column of Fig. 2.8, but are all midday centred.
They illustrate the seasonal shift in diel activity rhythm of 25 mammal species s of the Little Karoo, between summer and winter.
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Figure 2.12: Stress values in relation to the number of dimensions k
The measure of lack of fit in NMDS is known as the ‘stress’ of the configuration. Non-zero stress values
occur with insufficient dimensionality, and as the number of dimensions increases, the stress value will
either decrease or remain stable.

Figure 2.13: Seasonal temperatures
Hourly temperatures collected in Ladismith (Little Karoo) during winter and summer were provided by
the South African Weather Service. They were averaged throughout the study period (March 2014 -
August 2015).





Splendours of the Little Karoo
Photos: Elsa Bussière
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Two fluffy black ears are sticking out a thorny bush. I have been looking for
you, caracal, gorgeous desert lynx. I imagine your mesmerizing eyes staring
at me through the twigs. I am calling you. Please join me; I long to see you
leap across the arid and hostile landscape as if it was the most exceptional
playground one could possibly dream of. I miss the sound of your purr, the
dynamism of your youth, and the ravishing colours of your coat. Go tear-up
my landy leather seats; I know you cannot help it. Jump and catch my long
tangled hair locks; it makes me laugh. Anything you want, but please, take
me with you along the riverline, to your favourite spots, show me the shady
places where you rest, and the pools where you drink. Let me be a caracal
too, a creature of the Little Karoo, help me forget the void of my human life
and find comfort in being part of the wilderness.













Imagine a creature which neither the shape, the traits nor the calls bring any
familiarity to your world. Fear is innate to all novelty, but so as curiosity.
To many, brown hyenas ought to be little more than a chimera, the result of
a wildly implausible mind, an omen for calamity. To me, brown hyenas help
reconnect with the child within oneself by triggering the first and fundamental
emotion which we discover in the human intellect: curiosity. An emotion that
keeps us moving forward and opening new doors leading down new paths.
Hand in hand with imagination, curiosity is a powerful driving force: the
cradle of creativity.













On a scorching hot summer day in the Little Karoo, sitting at the top of a
rugged and red koppie, I wipe the sweat off my face. The hostility of this
arid region is getting under my skin now that I am found alone surrounded
by elemental divinities: wind, sun and mountains. I hear nothing but the
silence of a no man’s land, smashing all routines, shattering all rituals of my
capitalist existence and throwing me out of my bourgeois security. It would
be futile to attempt building ramparts against the desert, because right here,
nothing can subdue awareness of my human condition. I am left pondering
unanswerable questions, on a wandering planet.













Quickly! My camera is out and the chargers plugged-in. Porcupine quills,
cobra’s hood, gemsbok’s horns and kestrel’s talons, I have got you all in my
lens’ view. Cheeky you, unobtrusive Little Karoo, complotting against me so
that I would miss your treasures... got you! My photographs will adorn my
desk and walls; I will carry them in my pocket and display them to one and
all. They will help me take a little time everyday to reminisce of yesterday.
With time, they will eventually become worn and ragged images, yet the
lasting love deep in my heart will be what they leave behind.













Many species of the mammal kingdom owe their beauty to their fur, this
prodigious coat occasionally printed with aesthetic graphic designs. Spot-
ted, striped – or showing more complex patterns with rosettes and other odd
shapes – these magnificent artistic creations are the results of millions of years
of natural selection. Somehow, these sophisticated outfits provided a natural
advantage to their owners: camouflage. A game of hind and seek begins
where both predator and prey merge with their habitat. Those that excel
in the art of blending in take advantage over others, pressuring the natural
world’s stylist to continuously become more creative. Nature is harsh, rules
are strict and punishments are often deadly. Every wild creation must be ef-
ficient; no extra energy can be spent on useless artifices. These designs play
a key role in the lives of these animals and even though fur patterns seem
to be highly regular; they are in fact – for some species – extremely vari-
able. Every leopard, brown hyena or aardwolf has got its own personalised
version, each being a Pop Art masterpiece. The patterns work like human
fingerprints and can be used for individual identification. Spots, stripes and
other shapes make an important contribution to science, offering new op-
portunities to study and preserve those that need it the most: cryptic and
invisible creatures, shadows in the landscape. But these stylish Cape mam-
mals are presenting themselves in the flickering of camera trap flashes; so
let’s attend the greatest Haute Couture Fashion Show this wild world has to
offer!











Multivariate analyses enable
visualisation of temporal
ressource partitioning in local
mammal communities

3.1 Abstract

An important ecological goal is to understand the forces driving species co-
existence in local animal communities, and ecologists have focused their at-
tention on resource-partitioning to gain insights into the mechanisms driving
sympatry. Interspecific competition takes place when resources are limiting,
but coexistence can still be possible if sympatric species use different food
sources and/or use them in different areas and/or at different times. Animals
have evolved different diel activity rhythms to adapt to the time structure of
the environment, which consists of 24-hour periodicity. The ecological impli-
cations that these diel activity rhythms have on the interactions and structure
of ecological communities are still poorly understood. The nocturnal bottle-
neck hypothesis, that the majority of mammal species is nocturnal as a result
of an ancestral characteristic of the group, has become commonplace in text-
books; nonetheless, behavioural differences among terrestrial mammals were
documented, with species using different periods of the 24-hour sleep-wake
cycle in complex and diverse ways. In this study, three multivariate statisti-
cal approaches were applied to camera trap data, to visually interpret a large
multivariate ecological dataset. Each of these three methods is part of an
exploratory data analysis philosophy aiming to produce graphical displays,
which provide insights into, makes suggestions about, and even answer ques-
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tions dealing with temporal partitioning in animal communities. The three
multivariate analyses provided similar two-dimensional graphical display ex-
plaining the essential structure of the data, which showed that the results are
not sensitive to the choice of statistical method. These investigations enabled
subtle nuances in the spectrum of diel activity rhythms to be visualised. The
graphical outputs show a variety of temporal niche breadths and of activ-
ity onset/offset timings, which allowed diel activity rhythms to diversify and
the mammal community to partition the temporal resources. By locating
species along a continuum rather than in categories, these methods enable
us to compare species in such a way that it leads to a better understanding
of the forces driving species coexistence in local animal communities.

3.2 Introduction

An important ecological goal is to understand the forces driving species co-
existence in local animal communities [133,193,357]. Ecologists have focused
their attention on resource-partitioning to gain insights into the mechanisms
driving sympatry [298]. The subdivision of food, space and time are the three
essential means that facilitate species coexistence [160,174,176,277,298,339].

Animals have evolved different diel activity rhythms to adapt to the
time structure of the environment, which consists of 24-hour periodicity
[73, 160, 370]. The ecological implications that these diel activity rhythms
have on the interactions and structure of ecological communities are still
poorly understood. However the main goal of resource-partitioning studies is
to understand the limits that interspecific competition place on the number
of species that can stably coexist [298]. Temporal partitioning of short time
periods (e.g. diel) probably involves the interplay of competition and pre-
dation, in order to facilitate coexistence between competitors and between
predators and their prey [58, 280, 298, 363]. Interspecific competition takes
place when resources are limiting, but coexistence can still be possible if
sympatric species differ in behaviour and morphology, and consequently if
they use different food sources and/or use them in different areas and/or at
different times [49, 75, 76, 298].

The nocturnal bottleneck hypothesis, that the majority of mammal
species is nocturnal as a result of an ancestral characteristic of the group,
has become commonplace in textbooks [116]. Early mammals of the Meso-
zöıc area, being subjected to predation pressure from ectothermic and di-
urnal reptiles (e.g. dinosaurs), evolved endothermic metabolisms, a major
adaptation enabling them to restrict their activities to periods of darkness,
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leading to considerable changes in photoreception [64,71,223,354]. Although
the ecology of diel time partitioning remains a grey area, many behavioural
differences among terrestrial mammals were documented, with species con-
verging their peak periods of activity to coincide with the periods of daylight,
darkness or twilight, and with species using different periods of the 24-hour
sleep-wake cycle in complex and diverse ways [26]. Among the many fac-
tors which can impact diel activity rhythms, the more influential one seems
to be: daylength [26, 277], temperature [26], rainfall [24], competition [135]
and human activities [173]. To unravel the underlying processes governing
diel activity rhythms, it is crucial to collect basic quantitative data on these
rhythms among sympatric mammal species. The use of remotely triggered
cameras enables scientists to collect large datasets and information on diel
activity rhythms of sympatric species [43,80,103,135]. Most research in this
area has been conducted on a restricted number of species, mainly carniv-
orous ones [77, 103, 352]. For example, Di Bitetti et al. (2009) [80] showed
that temporal partitioning favours the coexistence of two competitors, one
reducing its activity when that of the presumably dominant one is high.
Harmsen et al. (2011) [135] also showed that predators have similar diel
activity rhythms as their most important prey species, and have negligible
overlap with less frequently consumed prey species.

In this study, three multivariate statistical approaches (non-metric multi-
dimensional scaling, covariance biplot and correspondence analysis) were ap-
plied to camera trap data, in order to visually interpret a large multivariate
ecological dataset, and to gain insights into the diel activity rhythms of the
mammal community of the Little Karoo. Each of these three methods is
part of an exploratory data analysis philosophy [217,341], aiming to produce
graphical displays, which provide insights into, makes suggestions about, and
even answer questions dealing with temporal partitioning in animal commu-
nities.

3.3 Material and Methods

3.3.1 Study area

The Little Karoo is a semi-arid desert located at the southern tip of the
African continent [Appendix 1A], within the Cape Fold Belt. It is also de-
scribed as a mega-ecotone, where the succulent Karoo and the Cape Floristic
Provinces intermingle [Introduction, Chapter 1 section 1.3.1].
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3.3.2 Data collection

Camera trap data were deployed between March 2014 and August 2015
[Chapter 1 section 1.3.2] as part of a research project on large carnivores
– brown hyenas Hyaena brunnea and leopards Panthera pardus – within a
study area of 4,327 km2 (minimum convex polygon).

3.3.3 Analysis

3.3.3.1 Kernel density estimation

The times t recorded for every photo-capture i made throughout the 365-day
cycle, provided information on the diel activity rhythm of species s, the later
being displayed using a 24-hour kernel density function; a probability density
function A,s of the species’ activity [309]:

A,s =
n

∑

i=1

k(ti,s) with

24
∫

0

A,s · dt = 1 (3.1)

The probability density functions A,s are representations of circular dis-
tributions. Their graphical display was either noon- or midnight-centred,
depending on the time period of the 24-hour cycle, in which most of the
species daily activity is allocated.

Every photo-capture was either defined as a capture-event or as a dupli-
cate [Chapter 1 section 1.3.3]. All duplicates were discarded for this study
as they could significantly inflate the density function in certain areas of the
curve, as well as the photo-capture counts per unit of time, which become
no longer comparable between species. For this study, mammal species for
which at least 50 photo-captures were collected, were included [Chapter 1
section 1.3.3].

3.3.3.2 Data heterogeneity

The northern section of Sanbona Wildlife Reserve differed from the rest of the
study area due to its unique species diversity. It also constituted a biological
system suspected to have evolved fairly independently, due to the high game
fence delimitating its border [Chapter 1 section 1.3.1]. The northern section
of Sanbona Wildlife Reserve was sampled in the middle of winter and the
datasets were too small to run a bootstrap analysis [235] [Chapter 1 section
2.3.3.3] and search for any significant change in species’ diel activity rhythm
between Sanbona and the rest of the study site, in winter only. The data
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collected within the northern section of the Sanbona Wildlife Reserve were
consequently discarded for this study.

3.3.3.3 Data pre-processing

The diel activity rhythms of the mammals of the Little Karoo were not
analysed using clock-time because sunrise and sunset times vary throughout
the year and across study areas. The time variable t was transformed (t′) so
that daily sunrise and sunset times were standardised to the annual averages
of sunrise and sunset times [Chapter 2 section 2.3.3.2]. Using t

′

as circular
data, the probability density functions describing the diel activity rhythms
A

′

,s of species s were computed.

3.3.3.4 Coefficient of overlap

Kernel density functions such as A
′

,s have an area under the curve equal to
1, which offers the opportunity to compare them against one another (e.g.
species s1 and s2), by calculating their coefficient of overlap Os2

s1
ranging from

0 (no overlap) to 1 (identical curves) [226,283], with the overlapEst function
from the overlap R-package [226]:

Os2
s1

′

= Ov(A
′

,s1
, A

′

,s2
)

=

24
∫

0

min(A
′

,s1
, A

′

,s2
) · dt

′
(3.2)

3.3.3.5 Temporal partitioning

Non-metric Multi-Dimensional Scaling (NMDS) [32], covariance biplot [114]
and correspondence analysis [27] are three statistical tools, each providing a
means of displaying and summarising a set of data into a low-dimensional
Euclidean space [126, 180, 181]. In two dimensions, the results are displayed
in a plane (flat surface), which is the most visually intuitive and therefore
most useful of all. They can, for example, be used as a first stage in the
exploration of niche overlap in sympatric species. Temporal data collected
for the 27 mammal species were analysed using the three approaches, by
compiling all information into three matrixes: an Overlap Distance Matrix
(ODM) which was used in the NMDS analysis, a Smoothed Community
Matrix (SCM) used in the biplot analysis, and a Count Community Matrix
(CCM) used in the correspondence analysis.
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Overlap Distance Matrix: a symmetric matrix with n1 = 27 rows and
p1 = 27 columns (total number of species). Every ODM element ODM[s1, s2]
quantifies the dissimilarity between the diel activity rhythms of species s1 and
s2:

ODM[s1, s2] = 1−Os2
s1

′

(3.3)

Smoothed Community Matrix: for every species s, 128 points were ex-
tracted at regular time intervals from the kernel density function A

′

,s. SCM
consisted of n2 = 27 rows of species and p2 = 128 columns of time vari-
ables. Because the probability density functions are smooth, the choice of
alternative values of p2 makes no difference in the results.

Count Community Matrix: counts of photo-captures were extracted for
every x-minutes time slots of the day. CCM consisted of n3 = 27 rows of
species and p3 = 24 · 60

x
columns of time variables. Three CCMs were built

using respectively 15, 30 and 60 as x values.

3.3.3.6 Non-metric Multi-Dimensional Scaling (NMDS)

NMDS is a statistical tool which provides a means of displaying and sum-
marising a square symmetric matrix of dissimilarities into a low-dimensional
Euclidean space [126, 180, 181]. The objective in NMDS is to find a config-
uration of points so that the ordering of the interpoint distances matches,
as closely as possible, the ordering of the dissimilarities in the matrix of dis-
similarities. Summarising a set of data into a two-dimensional graph might
not be feasible and a certain amount of distortion might be created. The
measure of lack of fit in NMDS is known as the ‘stress’ of the configuration.
Non-zero stress values occur with insufficient dimensionality, and as the num-
ber of dimensions increases, the stress value will either decrease or remain
stable [32,180,181].

Using the isoMDS function from the MASS R-package [285], an NMDS
ordination was performed on ODM, a matrix of dissimilarity data which
estimated the dissimilarities of diel activity rhythms between each pair of
species in the mammal community of the Little Karoo. The objective of
the ordination is to find the configuration with minimum ‘stress’ for a given
number of dimensions. The operation was therefore repeated several times,
each time with a different number of chosen dimensions k, and a screeplot
(stress versus k) was plotted in order to identify the point beyond which
additional dimensions do not substantially lower the stress value.

The output data information was then summarised into a two-dimensional
graphical display, which maximised the rank correlation between the cal-
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culated species dissimilarities/distances and the plotted distances between
species [32].

3.3.3.7 Covariance biplot

A biplot is a multivariate technique proposed by Gabriel (1971) [114], which
summarises into a low-dimensional graph the relationships between two con-
tinuous and/or categorical variables that are defined within a data matrix,
using the singular value decomposition [123].

The covariance biplot analysis was applied to SCM in statistical soft-
ware Genstat [351]. The term ‘bi’ refers to the simultaneous display of both
rows and columns, not to a two-dimensionality of the plot. The data were
collapsed into a two-variable scatterplot, where both species and time in-
formation were displayed simultaneously, in the same plane. It showed the
relations and interrelations among the rows (species) and columns (time) in
the two dimensions, which accounted for the maximum amount of variation
in SCM [114].

Summarising a set of data into a two-dimensional graph might not be
feasible and a certain amount of distortion might be created. An increase of
the number of dimensions will increase the amount of variation in the data
matrix, which is accounted for.

3.3.3.8 Correspondence analysis

The correspondence analysis is a multivariate technique developed by Ben-
zécri (1973) [27] after being proposed by Hirschfeld, in 1935 [143]. Similarly
to the covariance biplot analysis, it aims to summarise the data into a graph-
ical display of the rows and columns of the CCM contingency table. It is
an extension of a chi-square test, where the null hypothesis being tested is
whether rows (species) and columns (time) are independent. In other words,
whereas the chi-square test answers the question“is the type of species photo-
captured independent to the time of capture?”, the correspondence analysis
aims to provide insights into the nature of the dependence between species
and time. The correspondence analysis was performed on CCM (also called
a contingency table), using the ca function from the ca R-package [245].

Summarising a set of multidimensional data into a two-dimensional graph
might not be feasible and a certain amount of distortion is inevitably created.
An increase of the number of dimensions will increase the amount of variation
in the data matrix, which is accounted for.
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3.4 Results

The trapping effort of 16,409 camera trap nights resulted in 25,211 photo-
captures (10,991 independent photo-capture events) of 86 wild species: in-
cluding 46 mammals, 39 birds and 1 reptile. Twenty-seven of the 46 mammal
species had more than 50 photo-captures to enable the analysis to be con-
ducted [Appendix 2A].

3.4.1 Kernel density functions A
′

,s

The midnight-centred diel activity rhythms A
′

,s of the 27 mammal species
s – calculated using camera trap data collected throughout two consecutive
years – are provided in Fig. 3.1; SS and SR being the annual average times
of sunrise and sunset, MD and MN being true midday and midnight in the
study area, given the inclination angle of the rotation axis of the Earth (as
compared to its orbital plane). The time periods shaded in light grey repre-
sent the daily hours of twilight (one hour before and after sunrise and sunset),
while the time period shaded in dark grey represents the daily hours of dark-
ness (from one hour after sunset until one hour before sunrise), according to
previous studies [151].

The kernel density functions showed that while some species seemed to
constrain their peak periods of activity to concur with the periods of day-
light (e.g. rock hyrax Procavia capensis), darkness (e.g. Cape hare Lepus

capensis) or twilight (e.g. grey duiker Sylvicapra grimmia), other species
used different periods of the 24-hour sleep-wake cycle in complex and diverse
ways (e.g. springbok). Species’ diel activity rhythms also differed according
to the species’ temporal niche breadth (variety of temporal resources used
by a given species). While certain species displayed a wide temporal niche
breadth (e.g. caracal Caracal caracal), others exploited a short temporal
window (e.g. aardvark Orycteropus afer) of the 24-hour cycle.

3.4.2 Non-metric Multi-Dimensional Scaling (NMDS)

The NMDS iterative algorithm captured, in two dimensions, the essential
structure of the dissimilarity matrix data (Table 3.1). It produced the NMDS
plot (Fig. 3.3), which represents, as closely as possible, the dissimilarity be-
tween species’ diel activity rhythms in a two-dimensional space. For example,
leopards had closer diel activity rhythms to African wildcats than they had
to caracals, although the graph does not quantify this difference.
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The NMDS screeplot, provided in Fig. 3.6(a), showed a decrease in ordina-
tion stress with an increase in the number of ordination dimensions allowed,
which revealed that attempting an ordination with one NMDS axis yielded
reasonably high stress (0.061), however two dimensions was more suitable.
The stress value equaled 0.032 in two dimensions and, like all stress values
equal to or below 0.05, it indicated good fit. The NMDS plot showed a clear
and gradual left-right transition along the first (horizontal) axis, from species
with strictly nocturnal diel activity rhythms to species with strictly diurnal
diel activity rhythms. Cathemeral species – active throughout the 24-hour
cycle – were found in the centre of the graph, although the timing of their
activity peaks might have differed.

The second (vertical) axis explained less of the data structure and might
have also picked up noise in the data. This was to be expected given the
small decrease in stress between an ordination with one and an ordination
with two NMDS axis.

3.4.3 Correspondence analysis

The correspondence analysis, applied to the three CCMs, built with the time
slots x = 15, 30 and 60 minutes respectively, summarised the data and
produced graphical displays of the cross tabulations. The two-dimensional
ordinations respectively explained 66.5%, 77.2% and 86.1% of variance in the
data of the three CCMs. These percentages increased by 3% (Fig. 3.6(b)) af-
ter adding a third dimension, suggesting that the CA graphical display in two
dimensions was adequate, especially because the first axis always explained
most of the variance in the data (respectively 58.9%, 69.2% and 77.0%). Fig.
3.7 provides for the 27 mammal species a quality value, a percentage of relia-
bility of the data structure displayed in two dimensions. Greater kudu Trage-

laphus strepsiceros and grysbok Raphicerus melanotis were the two species
with the lowest quality values (respectively 31% and 33%), indicating that a
substantial part of their data structure was explained in higher dimensions
(≥ 3). The next lowest quality value (48%) were that of springbok Antidor-

cas marsupialis and Cape mountain zebra Equus zebra zebra. The 15.9% of
variance in the data, explained in dimensions higher than 2, was not evenly
spread over all 27 species, but mainly over greater kudu and grysbok.

The graphical results of the correspondence analysis were very similar for
the three different CCMs. The 60-minute correspondence analysis was the se-
lected version because of the reduced number of time points which facilitated
the readability of the output plot. The latter, a two-dimensional plot (Fig.
3.4), represented both variables, species and time, in the same plane. The
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species points formed an arch along which, a gradual left-right transition from
strictly nocturnal species to strictly diurnal species, was observed. Species
displaying similar temporal preferences and therefore similar diel activity
rhythms were plotted side-by-side (e.g. Cape porcupine Hystrix africaeaus-

tralis and small spotted genet Genetta genetta). For each 60-minute time
slot of the 24-hour cycle, a time-profile summarising the activity level of the
27 species within the mammal community was defined and then plotted in
blue in Fig. 3.4 (the details of the 24 time-profiles of the daily cycle are pro-
vided in Fig. 3.2). Forming also an arch, the time points followed the same
trend as the species points. Species concentrating their activity to the night
were found close to the time-profiles of the darkest hours of the 24-hour cy-
cle, whereas species concentrating their activity to the day, were close to
the time-profiles of the brightest hours. Species with larger temporal niche
breadth – and therefore exploiting a wider range of temporal resources – were
found along the lower section of the arch, close to the time-profiles matching
hours with rapid changes in light intensities. 60-minute time slots with sim-
ilar time-profiles (similar composition of diel activity rhythms among the 27
mammal species of the community) were plotted side-by-side (e.g. 04:00 and
05:00).

Following the chronological order of the hours within the 24-hour cycle,
two clusters of time points were observed; one gathering the time-profiles
of the dark hours starting 1h20 after sunset and ending 1h38 before sun-
rise (20:00 < t

′

< 05:00), the second one gathering the time-profiles of
the bright hours starting 3h22 after sunrise and ending 2h38 before sunset
(10:00 < t

′

< 16:00). Within each of these two time periods, the time-
profile remained stable, indicating that – within the mammal community –
little variation of species activity occurred during the darkest and brightest
hours of the daily cycle. On the contrary, during the remaining hours of the
daily cycle, the activity of the species in the mammal community underwent
high-amplitude variations. The imaginary curves connecting the morning
(05:00 < t

′

< 10:00) and evening (16:00 < t
′

< 20:00) hours overlapped,
indicating that the variations undergone by the time-profiles of the morning
hours followed a pattern which was conversely reproduced by the time-profiles
of the evening hours. Consequently, the activity of the 27 species within the
mammal community minutes after sunrise (t

′

= 07:00) and minutes before
sunset (t

′

= 18:00) were nearly identical, so as that roughly two hours after
sunrise (t

′

= 09:00) and two hours before sunset (t
′

= 17:00).
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3.4.4 Covariance biplot

The covariance biplot, applied to SDM, summarised the data into a scatter-
plot representing the two sets of variables – species and time – in the same
plane (Fig. 3.5). The two-dimensional ordination explained 88.6% of variance
in the data of the SDM, most of which was explained by the first axis (82%).
The percentage of variance explained, increased by 5% (Fig. 3.6(c)) after
adding a third dimension, suggesting that the biplot in two dimensions was
adequate. Fig. 3.8 provides for the 27 species a quality value, a percentage
of reliability of the data structure displayed in two dimensions. Grysbok was
the species with the lowest quality value (27%), indicating that a substantial
part of its data structure was explained in higher dimensions (≥ 3). The
11.4% of variance in the data, explained in dimensions higher than 2, was
not evenly spread over all 27 mammal species, but mainly over grysbok. This
indicated that within the multidimensional space, grysbok was the farthest
from the plane, among all other species.

Similarly to the CA graphical display, the species points formed an arch
along which a gradual left-right transition from strictly nocturnal species to
strictly diurnal species was observed. The cosin of the angle between two
vectors extending from the origin to a species point estimated the correla-
tion between the diel activity rhythms of the two species in question. In
other words, species displaying similar temporal preferences (e.g. diel activ-
ity rhythms) were plotted in such a way that their respective position vectors
pointed nearly to the same direction (e.g. brown hyena Hyeana brunnea and
aardwolf Proteles cristatus). On the contrary, species with divergent tempo-
ral preferences displayed position vectors pointing to opposite directions (e.g.
chacma baboon Papio ursinus and leopard Panthera pardus). The length of
the species vector gave insights into the variability of the diel activity rhythm.
The longer it was, the more variability was found within the data.

The time-profile – summary of the activity level of all species in the
community at time t

′

– represented by time points (in blue in Fig. 3.5), goes
through a periodic cycle within 24-hours, which pattern is built around four
specific times: MD, MN , SR and SS. Time points plotted side-by-side
in Fig. 3.5 indicate that, at those different times, the time-profiles of the
mammal community were similar (e.g. 15h45 and 09h45). Two clusters of
time points were observed; one gathering the time-profiles of the dark hours
starting 3h20 after sunset and ending 1h38 before sunrise (22:00< t′ < 05:00),
the second one gathering the time-profiles of the bright hours starting 3h22
after sunrise and ending 2h38 before sunset (10:00 < t′ < 16:00). Within each
of these two time periods, the time-profile remained stable, indicating that –
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within the mammal community – little variation of species activity occurred
during the darkest and brightest hours of the daily cycle. On the contrary,
during the remaining hours of the daily cycle, the activity of the species in the
mammal community underwent high-amplitude variations. The imaginary
curves connecting the morning (05:00 < t′ < 10:00) and evening (16:00 < t′ <

22:00) hours overlapped, indicating that the variations undergone by the
time-profiles of the morning hours followed a pattern which was conversely
reproduced by the time-profiles of the evening hours. Consequently, the
activity of the 27 mammal species within the mammal community minutes
after sunrise (t

′

= 07:00) and minutes before sunset (t
′

= 18:00) were nearly
identical, so as that roughly two hours after sunrise (t

′

= 09:00) and two
hours before sunset (t

′

= 16:30). These results were remarkably similar to
those of the CA analysis.

The relative positioning of species points to time points depended on the
species’ temporal preferences. For example, strictly diurnal species tended
to be plotted in the same direction from the origin as that of the MD time

point (e.g. rock hyrax). The length of
−→
ij , linking species point i and time

point j, was calculated as follow: zij =|| i || · || j || ·cos(θij)

3.5 Discussion

Each of the three multivariate analyses provided a two-dimensional graph-
ical display which explained most of the data structure. The collapse and
summary of the complex initial data table allowed for an intuitive and visual
exploration of the data. Although not identical, the relative spatial posi-
tioning of all 27 mammal species within the plane was similar in the three
analyses. From this it can be inferred that the data are robust in relation
to statistical method. In other words, the results are not sensitive to the
choice of method. These investigations did not only enable to classify species
as diurnal, nocturnal, crepuscular, or cathemeral but also to grasp subtle
nuances in the spectrum of diel activity rhythms. The species were located
along a continuum rather than simply categorised. These methods enable us
to compare species in such a way that it leads to a better understanding of
the forces driving species coexistence in local animal communities.

A variety of temporal niche breadths and of activity onset/offset timings
allowed diel activity rhythms to diversify and the mammal community to par-
tition the temporal resources. Both phylogenetic and environmental factors
are crucial to elucidate the biological principles underlying the diversity of diel
activity rhythms [116, 122, 175, 223, 224, 317, 345]. Several studies indicated
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that while a circadian clock – an endogenous timing mechanism built on the
foundation of an oscillator providing a time tracking system – can regulate
diel activity rhythm in organisms, the latter are not slaves to the physiological
and biochemical processes of their circadian clock [65, 73, 169, 170, 291, 365].
The niche occupied by an animal within the community results from the
interactions this animal may have with the biological and physical factors
which contribute to its survival and reproduction [147]. The Earth’s daily
rotation prevents the influence of these factors to be uniform throughout the
day-night cycle, which is why the diel structure of a niche is as fundamental
as its spatial, chemical, energetic and social structures in order to understand
the segregation of the activities of individuals to specific times of day, as well
as the diversity of species that inhabit a community [147,298].

There is evidence for light-entrained activity (synchronisation of activities
with the light-dark cycle) [263,346], due to genetic [266,301], latitudinal [262]
and seasonal [65, 170] differences in the responsiveness of the circadian sys-
tem to light. Entrainment is then defined by a stable relationship between
determined environmental occurrences (e.g. sunrise or sunset) and specific
behaviour (e.g. the onset or offset of activity). In Fig. 3.4, it is observed that
within the 24-hour cycle, the time-profile (summary of the activity level of
all species in the community at time t′) goes through a periodic cycle charac-
terised by four periods. Two stable ones, matching the darkest and brightest
hours of the cycle. Outside those hours, the time-profile goes through two
transitional periods during which it varies rapidly to get from one stable
state to another. The transitional periods are considered to be the crepus-
cular hours of the daily cycle (periods of rapidly changing light intensities).
The synchronisation of the community activity cycle with the light-dark cy-
cle, supports the assumption of light-entrained activity within the mammal
community of the Little Karoo.

There is also evidence for non-photic influences on circadian rhythms, re-
sulting into the partition of the temporal environment within a community,
to maximise species energy intake while minimizing species exposure to pre-
dation and/or to other stressors (e.g. competitors) [168, 179, 239]. Kotler et
al. (1993) [179] conducted research studies on granivorous gerbils in the Is-
raeli desert, and showed that the smaller species (Gerbillus allenbyi) emerges
from underground to forage after the retreat of the larger species (Gerbillus

pyramidum), which had by then reduced the seed densities to suboptimal
levels. Without G. pyramidum within the community, G. allenbyi shifts its
activity to an earlier time, supporting the hypothesis that the temporal feed-
ing partitioning between these species of gerbils is maintained by agressive
encounters. Species positioned close to one another in the plane of multi-
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variate analysis (e.g. caracal and black-backed jackal Canis mesomelas) in
Fig. 3.3, 3.4, and 3.5, belonged to the same temporal niche, and coexistence
was either possible because resources were abundant and the resource com-
petition was weak, or facilitated by the partitioning of resources in different
niches (e.g. space and/or food).
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3.6 Table

Table 3.1: Overlap Distance Matrix ODM (%)
This ODM was built for 27 mammal species in the Little Karoo. Every ODM element ODM[s1, s2] quantifies the dissimilarity between the diel activity rhythms

of species s1 and s2: 1−O
s2
s1

′

. ODM[s1, s2] < 20% are showing in bold.
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aardvark 100 - - - - - - - - - - - - - - - - - - - - - - - - - -

aardwolf 11 100 - - - - - - - - - - - - - - - - - - - - - - - - -

African wildcat 31 22 100 - - - - - - - - - - - - - - - - - - - - - - - -

black backed jackal 52 44 23 100 - - - - - - - - - - - - - - - - - - - - - - -

brown hyena 24 15 24 41 100 - - - - - - - - - - - - - - - - - - - - - -

Cape gray mongoose 99 95 79 60 93 100 - - - - - - - - - - - - - - - - - - - - -

Cape hare 16 18 27 46 30 94 100 - - - - - - - - - - - - - - - - - - - -

Cape mountain zebra 52 42 31 28 41 56 51 100 - - - - - - - - - - - - - - - - - - -

Cape porcupine 15 10 22 44 17 96 14 44 100 - - - - - - - - - - - - - - - - - -

caracal 47 39 18 10 37 62 41 24 40 100 - - - - - - - - - - - - - - - - -

chacma baboon 97 91 74 53 89 16 92 49 93 55 100 - - - - - - - - - - - - - - - -

eland 70 62 41 21 57 49 64 34 63 23 38 100 - - - - - - - - - - - - - - -

gemsbok 75 67 48 27 63 39 69 36 69 29 27 12 100 - - - - - - - - - - - - - -

greater kudu 71 64 44 24 59 44 66 35 65 26 32 11 8 100 - - - - - - - - - - - - -

grey duiker 56 48 26 7 45 60 50 31 48 15 53 21 26 24 100 - - - - - - - - - - - -

grey rhebuck 93 86 67 45 83 27 87 46 88 49 14 31 25 26 43 100 - - - - - - - - - - -

grysbok 54 46 27 15 43 58 47 32 48 12 49 19 24 20 18 44 100 - - - - - - - - - -

Hewitts red rock rabbit 26 26 28 46 35 97 16 51 20 42 94 64 71 68 50 89 50 100 - - - - - - - - -

honey badger 57 49 30 17 46 60 51 27 50 15 47 20 26 23 21 42 20 52 100 - - - - - - - -

klipspringer 94 90 74 55 87 11 90 48 91 56 9 41 31 36 55 18 51 92 50 100 - - - - - - -

leopard 26 16 8 31 18 87 23 36 15 26 82 48 55 51 34 75 33 25 38 82 100 - - - - - -

red hartebeest 87 80 61 40 77 28 82 46 83 43 19 26 16 19 37 13 37 84 40 23 69 100 - - - - -

rock hyrax 96 91 74 53 88 11 91 53 92 55 12 43 32 35 52 20 52 94 56 10 82 21 100 - - - -

scrub hare 28 21 15 33 25 91 23 41 18 30 86 50 60 56 34 76 39 20 42 87 12 72 85 100 - - -

small spotted genet 23 16 15 37 20 95 18 41 12 34 90 55 63 60 40 83 41 17 45 90 9 77 89 9 100 - -

springbok 92 87 68 46 84 28 86 53 88 50 26 37 29 32 43 20 47 88 52 26 76 15 22 76 84 100 -

steenbok 89 83 66 46 80 22 84 53 85 47 22 37 25 29 45 23 43 86 49 21 74 15 19 79 82 18 100



1
4
4

E
L
S
A

M
.
S
.

B
U
S
S
IE

R
E

3.7 Figures

n = 164

MD SS MN SR MD

0
0.

15

(a) aardvark

n = 127

MD SS MN SR MD

0
0.

15

(b) aardwolf

n = 467

MD SS MN SR MD

0
0.

15

(c) African wildcat

n = 1040

MD SS MN SR MD

0
0.

15

(d) b b jackal

n = 89

MD SS MN SR MD

0
0.

15

(e) brown hyena

n = 342

MD SS MN SR MD

0
0.

15

(f) C g mongoose

n = 106

MD SS MN SR MD

0
0.

15

(g) Cape hare

n = 105

MD SS MN SR MD

0
0.

15

(h) C m zebra

n = 451

MD SS MN SR MD

0
0.

15

(i) Cape porcupine

n = 383

MD SS MN SR MD

0
0.

15

(j) caracal

n = 1728

MD SS MN SR MD

0
0.

15

(k) c baboon

n = 425

MD SS MN SR MD

0
0.

15

(l) eland

n = 1025

MD SS MN SR MD

0
0.

15

(m) gemsbok

n = 286

MD SS MN SR MD

0
0.

15

(n) greater kudu

n = 1114

MD SS MN SR MD

0
0.

15

(o) grey duiker

Figure 3.1: Diel activity rhythm of the 27 mammal species in the Little Karoo, throughout the year.
Kernel density functions were midnight-centred. SS and SR represent the annual average times of sunrise and sunset. MD and MN are true midday and
midnight in the study area. The time periods shaded in light grey represent the daily hours of twilight (one hour before and after sunrise and sunset), while
the time period shaded in dark grey represents the daily hours of darkness (from one hour after sunset until one hour before sunrise); these were defined in
previous studies [151]. The number of photo-captures on which each kernel density function is based is provided at the top of each plot.
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Figure 3.1: Diel activity rhythm of the 27 mammal species in the Little Karoo, throughout the year (continued).
A full caption is provided on p144
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Figure 3.2: Time-profile of mammal activity throughout the 24-hour cycle.
A time-profile is a snapshot of the activity level of the 27 mammal species in the community at time t. The 24 hourly time-profiles provided, for the 27
mammal species, the number of photo-captures recorded during hour H, throughout the study conducted in the Little Karoo.
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Figure 3.2: Time-profile of mammal activity throughout the 24-hour cycle (continued).
A full caption is provided on p146.
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Figure 3.2: Time-profile of mammal activity throughout the 24-hour cycle (continued).
A full caption is provided on p146.
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Figure 3.2: Time-profile of mammal activity throughout the 24-hour cycle (continued).
A full caption is provided on p146.
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Figure 3.3: Non-metric Multi-Dimensional Scaling.
Dissimilarity study of the 27 mammals’ diel activity rhythms in the Little Karoo. The stress value (0.032) indicated good fit. The kernel density functions of

the diel activity rhythm of each species have been added to the NMDS display.
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Figure 3.4: Correspondence analysis.
The kernel density functions of the diel activity rhythm of 27 mammal species in the Little Karoo, have

been added onto the plot. For each 60-minute time period of the 24-hour cycle of time t
′

, a time-profile

(e.g. Fig. 3.2 p146) summarising the activity level of all species in the community, was plotted in blue.

SR and SS represent the annual average of sunrise and sunset times; MD and MN represent true midday

and midnight for the study area.
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Figure 3.5: Covariance biplot.
The kernel density functions of the diel activity rhythm of 27 mammal species in the Little Karoo, have been added onto the plot. For each time interval (about

11 minutes) of the 24-hour cycle of time t
′

, a time-profile (e.g. Fig. 3.2 p146) summarising the activity level of all species in the community, was plotted in blue.

SR and SS represent the annual average of sunrise and sunset times; MD and MN represent true midday and midnight for the study area.
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(a) NMDS (b) CA (c) Covariance biplot

Figure 3.6: Screeplots.
Screeplots show, in descending order of magnitude, the eigenvalues of a correlation matrix (or the stress value of an NMDS analysis); they help to visualise the

relative importance of the factors and to decide on the adequate number of dimensions used in the analysis.
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Figure 3.7: Quality values from the correspondence analysis, for the 27 mammal species of the Little Karoo.
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Figure 3.8: Quality values from the covariance biplot analysis, for the 27 mammal species of the Little Karoo.









Estimating leopard population
density in relation to terrain
ruggedness with spatially
explicit capture-recapture
models

4.1 Abstract

The best known international system of classifying species at high risk of
global extinction is the IUCN (International Union for Conservation of Na-
ture) Red List, which aims to provide an explicit and objective framework to
define species conservation status, and which is based on criteria heavily de-
pendent on population size. In the animal kingdom, large carnivorous mam-
mals are of great scientific and conservation interest; however, demographic
information is often scarce. In South Africa, leopard Panthera pardus demo-
graphic data are sparse and usually collected within protected areas; nonethe-
less, the leopard population is generally thought to be in decline. Most of the
Western Cape studies focused on the Cederberg Mountains and few of them
investigated topics dealing with habitat preferences and population density.
In this study, camera trap systems were used to collect capture-recapture
data and to estimate leopard population density in the Little Karoo, us-
ing Spatially Explicit Capture-Recapture (SECR) models. Model selection
showed that leopard density varied with topographic relief; it increased with
ruggedness of the terrain up to an optimum, and followed a reversed trend as
the terrain roughness kept increasing. The parameter estimates of the best-
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performing model’s detection function showed that the leopard population
in the Little Karoo was composed of two groups of individuals with signifi-
cantly different home range sizes, potentially explained by gender duality in
movement. The study estimated the leopard population density to be low;
density estimates ranged from 0.49 to 0.82 individual per 100 km2.

4.2 Introduction

The conservation movement is believed to have started in 1662 when John
Evelyn – an English writer, gardener and diarist – submitted a book high-
lighting the importance of conserving forests to the Royal Society [100]. Due
to a number of social and economic factors, the conservation movement only
started to gather momentum much later during the 19th century, with the
goal to preserve and promote the sustainable use of natural resources [111].
In 1978, an eclectic group of scientists congregated, at what is now called
the First International Conference on Conservation Biology, to join forces
and save species that were of conservation concern [117]. This event led
to a landmark publication in 1980, Conservation biology: an evolutionary-

ecological perspective [318], and resulted in the creation of a new discipline:
conservation biology [347]. One of the most urgent challenges was to develop
methods to quantify risk of extinction in order to evaluate whether a species
should be listed as endangered. Today, the best known international systems
of classifying species at risk of global extinction is the IUCN (International
Union for Conservation of Nature) Red List, which aims to provide an ex-
plicit and objective framework to define conservation status of species, and
which is based on criteria heavily dependent on population size [152].

In the animal kingdom, large carnivorous mammals are of great scien-
tific and conservation interest; however, demographic information is scarce
due to challenges rising when conducting research studies on elusive, wide-
ranging and low density species [16]. Direct observations and species counts
of large carnivores are logistically testing, expensive and time-consuming;
several alternative sampling techniques have therefore been developed to es-
timate their population abundance/density [300, 364]. The most common
substitute was to rely on track counts [23, 136, 311], although the methodol-
ogy remained controversial [20, 66, 322]. Capture-recapture sampling using
camera trap data is a method that was first developed to monitor tiger
Panthera tigris populations in India [163], and is now used extensively
worldwide to estimate population density of other individually identifiable
species [33,138,154,306,314,316,340].
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In southern Africa, leopards are commonly found to be the apex predator
outside protected areas, due to their ability to adapt and persist in frag-
mented habitats and areas that undergo anthropogenic land-use changes
[274, 328]. Apex predators are of great ecological importance because they
profoundly influence ecosystem structure [69, 286, 335]; however, they com-
monly are vulnerable and of great conservation concern [14,274,335].

In South Africa, leopard demographic data are sparse and usually col-
lected within protected areas [17]; nonetheless, the leopard population is
generally thought to be in decline [140,329]. Scientists focused their leopard
research work in the northern parts of the country [17]; the Western Cape
Province received relatively little attention [210–213, 248–251, 273, 324, 325].
Most of the Western Cape studies focused on the Cederberg Mountains
[210–213,249] and suffered from small sample sizes and technological limita-
tions [249]. Few of them investigated topics dealing with habitat preferences
and population density, although there is an urgent need to provide and
monitor baseline estimates of leopard population densities outside protected
areas [17].

In this study, camera trap systems were used to collect capture-recapture
data and to estimate leopard population density in the Little Karoo, using
Spatially Explicit Capture-Recapture (SECR) models [90]. The study con-
sidered the impact of specific covariates on density, several submodels were
fitted and compared using the Akaike Information Criterion (AIC), an es-
timator of the relative quality of the collection of statistical models given
the data [51, 164, 353]. Submodels were ranked and averaged using Akaike
weights. Finally, using the best submodel of the collection, the estimated
detection function as well as the relationship between density and selected
covariates were quantified and plotted.

4.3 Material and methods

4.3.1 Study area

The Little Karoo is a semi-arid desert located at the southern tip of the
African continent [Appendix 1A], within the Cape Fold Belt. It is also de-
scribed as a mega-ecotone, where the succulent Karoo and the Cape Floristic
Provinces intermingle [Introduction, Chapter 1 section 1.3.1].
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4.3.2 Data collection

Camera trap data were collected between March 2014 and August 2015 within
a study area of 4,327 km2 (minimum convex polygon). Digital automated
cameras (Cuddeback Attack and Ambush, Cuddeback Inc., Green Bay, Wis-
consin, USA) were deployed in units called camera trap stations. Each unit
consisted of two camera traps facing one another (slightly off-set to avoid si-
multaneous flash triggers), positioned at an average height of 40 cm, and at a
90◦ angle with a linear channel such as gravel roads, animal paths and river-
lines, along which large felids are habitually known to move [9, 16, 162, 313].
All camera traps were set to take photos with a one-second delay between
consecutive triggers, and with an incandescent flash at night.

The camera trap study was undertaken as a series of six (A, B, C, D, E
and F) regional surveys (spatially and temporally separated, Table 4.1, Fig.
4.1). Each survey is referred to as a session.

Temporal constraints: SECR models assume population closure, an as-
sumption which can be troublesome and easily violated [124,313]. The trend
is to restrict the length of the survey period in order to reduce the risks
of assumption violation [163, 306]. The leopard’s life span (c. 10–15 years)
is similar to that of other large felids, such as tiger and jaguar Panthera

onca [146, 326], which is why the use of a short sampling period of three
months made the closure assumption tenable [293,366]. Each sampling block,
or session, ran for c. three months and camera trap stations were checked once
(c. 1.5 months, halfway through the survey) to change batteries.

Spatial constraints: Defining the size of the study area and selecting a
spatial sampling design were partly driven by a) SECR model assumptions,
b) bibliographic knowledge about the home range size of leopards, and c)
field-collected information. SECR models assume that all individuals of the
targeted population can be detected (i.e. all leopards inhabiting the study
area have a probability greater than zero to be photo-captured) [163, 252].
Leopards are well studied in Africa [274] including the northern parts of
South Africa [17], and leopard home ranges vary substantially with the pro-
ductivity of the area in which they occur [11, 35, 189, 233, 320]. Relatively
few leopard studies were conducted in the Western Cape, but research in the
Cederberg Mountains provided home range estimates spanning from 74 to
several hundred square kilometers [210].

Survey A was the first survey of the study. It followed a deloyment design
using a regular grid that was positioned to maximise the number of camera
stations falling onto riverlines [Introduction]. Random locations provided
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few to no data at all, and camera trap stations located along river beds
were not nearly as successful as that on roads, both in terms of capture
frequency and capture diversity. Because of the high number of camera
trap stations along river, the region’s unpredictable flash floods threatened
the study to suffer from recurrent equipment and data losses. The spatial
deployment of camera traps was adjusted throughout survey A and the newly
developed design was then consistently applied across survey B, C, D, E
and F: camera trap stations were deployed on roads and animal paths to
maximise chances of photo-capturing medium to large-bodied animals, with
a density of two camera trap stations per 50 km2. This was achieved using
QGIS 2.10.1 software [268] in order to design and place, for each session, a
7×7 km grid across the associated portion of the study area, and to select the
two final camera trap sites in each grid cell. The design ensured relatively
even sampling effort, to satisfy data collection protocols used to estimate
population density using SECR models [16,56,57, 110]
The first and last surveys (survey A and F) spatially overlapped; survey F
consisted of a replicate of survey A, using the newly chosen and standardised
protocol.

Data entry was facilitated by the software Camera Base [338]. The final
database was exported into Excel and analysed in R Studio, using the R
software 3.2.4 [269].

4.3.3 Density Analysis

Population density estimates were provided by SECR models: a statistical
method of estimating population density, which is appropriate for data col-
lected with an array of ‘detectors’ (camera trap stations) [90].

4.3.3.1 SECR background

Capture-recapture studies are commonly used in ecology to estimate ani-
mal population size. Conventional capture-recapture models provide species
abundance estimates without incorporating any spatial component in infer-
ence. To estimate density, an estimate of the Effective Trapping Area (ETA)
is required, which is achieved using ad hoc methods subjected to problematic
edge effects [29,89,110,256]. The necessity for a spatial component arose from
the observation that animal capture probabilities depend on differential util-
isation of space [29]. The SECR approach incorporates spatial information
on the location of capture into the capture histories and estimates popula-
tion density directly without needing to estimate an ETA (i.e. density is an
explicit parameter appearing in the likelihood function [90]).
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4.3.3.2 SECR inference

SECR models can either be implemented into a maximum-likelihood or
Bayesian framework [29]; the former method, which allows the use of
likelihood-based methods of model selection, was chosen for this analy-
sis [31, 96]. The likelihood can be defined as the joint distribution of the
individuals photo-captured and their capture histories [31,87]. The spatially-
explicit maximum likelihood-based approach combines a state model (abun-
dance and distribution of animal home ranges within the landscape) and an
observation model (also called spatial detection model). The latter describes
the decline in detection probability with distance from the detector to the
animal home range centre (activity centre). Among the different functional
forms that can be specified for the detection function, the commonly used
halfnormal function was selected for this study [96]. Because activity cen-
tres are not directly observed, distance is treated like a random effect and
conventional distance sampling methods are not used [94].

In this study, models were fitted, using the secr.fit function from the secr
R-package version 3.1.0 [94], by maximizing the full likelihood; which involved
integrating all random effects out (i.e. integrating the individuals’ activity
centres over the unknown locations) [96]. Practically, this was computed by
summation over grid cells in the area of integration.

The output of a basic model using a halfnormal detection function gives
three parameter estimates: density (D) and two that jointly define the model
detection function: g0 (the intercept; probability to photo-capture an indi-
vidual if the sensor was located onto the individual’s activity centre) and σ

(scale parameter indicating how quickly the halfnormal detection function
falls away as the distance to detector increases) [94].

4.3.3.3 Sampling occasions

Although camera trap data are usually collected continuously, standard
SECR models divide the dataset into discrete sampling occasions (e.g. 24-
hour periods), which leads to the so-called midnight problem [161]: individu-
als photo-captured only a few minutes either side of the cut-off time would be
recorded twice in their capture history. In this study, the length of each sam-
pling occasion was defined as a 24-hour trap night (starting from 12:00 (noon)
to 11:59 on the following day). Leopards are mainly active during the dark
hours of the 24-hour daily cycle – between dusk and dawn [16, 165, 210, 271]
[Chapter 2 Fig. 2.7(t) and Chapter 3 Fig. 3.1(u)] – making the chosen sam-
pling occasion match the active period of the leopard’s diel activity rhythm.
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Due to camera failures, the detector sampling effort varied between occa-
sions. These variations were recorded within a usage matrix K×S, where K
is the number of detectors and S the number of occasions. The usage matrix
was then used as an attribute of the detector dataset in SECR models and
camera failures were taken into account when estimating the parameters of
interest [91,95].

4.3.3.4 Data required

SECR models require two types of primary data (i) the locations of the
detectors, and (ii) the detection histories of known individuals on one or
more sampling occasions (each entry records the detector at which a known
individual was photo-captured at each sample occasion).

With traditional traps (causing animal detention), individuals cannot pos-
sibly be caught at more than one trap (i.e. detector) during a sampling oc-
casion; therefore, the detection histories show a 2D structure: individual ×
occasion matrix. Camera traps, however, are considered to be ‘proximity
detectors’, which means that it is possible for an individual to be caught at
more than one detector during a sampling occasion, prompting the detection
history to have a 3D structure.

With camera traps, it is also possible for individuals to be photo-captured
at a detector more than once per sampling occasion; the records of the de-
tection history are count data and follow a Poisson distribution [94], these
models are called encounter rate models. In this study, the leopards were
rarely photo-captured more than once per sampling occasion which discour-
aged their use. Instead, each record followed a Bernoulli distribution and each
‘cell’ of the history contained a binary vector coding presence or absence at
each detector [94].

In SECR models, the study area is represented by a ‘mask’, known as the
area of integration: a fine net of points across which values are summed and
the likelihood is evaluated [31, 92]. The secr.fit function in secr R-package
version 3.1.0 [94] automatically generates a habitat mask by buffering around
the detectors. In this study, the automatic mask process was overridden by
the use of the make.mask function from the secr R-package version 3.1.0
[94], which enabled the construction of the habitat mask from a shape file.
Using the addCovariates function from the same R-package, specific spatial
information (e.g. ruggedness) was defined as spatial covariate attributes to
the mask [92].

A sequence of preliminary runs was undertaken, using increasing buffer
width values to construct the habitat mask of the likelihood integration.
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The buffer argument of the secr.fit function depends on the scale of animal
movement. Making the region too wide should not significantly affect final
estimates because activity centres that are distant from the detectors bring
minor contribution to the likelihood. Large buffers can however affect the
numerical maximisation of the likelihood and lead to slow computation [90].
The smallest buffer value from which the likelihood and estimates were found
stable was then used when fitting multiple density submodels.

4.3.3.5 Age and gender

It was not always feasible to reliably age nor to distinguish the sex of photo-
captured leopards. Reliably sexing leopards from photographs is possible
due to the striking sexual dimorphism of the species [326]. Without a clear
view of the external genitalia, it remains feasible to sex leopards by relying
on other morphological measurements: cranial morphology, neck circumfer-
ences, body length, shoulder height and chest girth [11]. Depending on the
photographs and the posture of the leopard, relative dimensions looked un-
clear and it sometimes became difficult to gauge body size. Balme et al.
(2012) showed that while differentiating mature male leopards (≥ 4 year-
old) is unambiguous, distinguishing female leopards from young males can
create considerable confusion [15]. Due to similar challenges faced in this
study, the sexes were analysed together. However, due to expected gender
heterogeneity in movement, a different approach (i.e. finite mixture models)
was used to account for such heterogeneity [this is dealt with in more detail
in Chapter 4 section 4.3.3.7].

4.3.3.6 Leopard identification

Every photo-capture was either defined as a capture-event or as a duplicate
[Chapter 1 section 1.3.3], and all duplicates were discarded for this study.
Leopard individuals were identified using their fur patterns, which are unique
natural markers made of spots and rosettes, comparable to human finger
prints. The markers are visible across the body and the inter-individual
variation is sufficient to assign identities [4].

4.3.3.7 Covariates

A variety of submodels can be built by allowing the three principal parame-
ters of the model (D, g0 and σ) to vary with known factors and covariates;
examples of model arguments are provided in Table 4.2 and comprehensive
instructions and descriptions of these models are provided in Efford. et al
(2013) [94].
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Fifteen submodels were fitted as part of a first exploratory stage. Only one
of the three principal parameters was then allowed to vary with known covari-
ates such as ruggedness and session. Using the first results of the AIC model
selection [51,164,353], a set of 12 additional submodels was defined to assess
whether more complicated models – assuming more complex biological ex-
planations – would receive more AIC weight. Model computations were per-
formed using facilities provided by the University of Cape Town’s ICTS High
Performance Computing team (UCT HPC Cluster): http://hpc.uct.ac.za.

ruggedness: spatial covariate
Heterogeneous topographic relief – especially in mountainous regions – often
is an essential constituent of the niche of a species [50,246,361]. In the Little
Karoo, leopards’ strongly avoid even terrain [Chapter 1 section 1.8(u)]; the
Terrain Roughness (ruggedness) Index (TRI) [284], calculated using QGIS
2.10.1 software [268], was used as a geospatial covariate of density in SECR
models. Using the addCovariates function from the secr R-package version
3.1.0 [94], spatial covariate TRI was added to the constructed habitat mask.

session: sampling blocks
The study was undertaken as a series of six regional surveys (temporally
and spatially separated). In SECR modelling, the six sampling blocks are
called ‘sessions’ and are treated independently, ignoring individual photo-
recaptures across sessions [93]. The secr.fit function fits a multi-session model
by maximising the product of session-specific likelihoods [96], and the default
is to treat all parameters (D, g0 and σ) constant across sessions; however,
models with session-specific parameters can also be specified. Distinct values
of density (D) and detection probabilities (g0) were also fitted, enabling to
calculate different estimates for the six sessions.

Modelling sessions independently implied a loss of information because
individual photo-recaptures across sessions were ignored. Alternatively, spec-
ifying a single session model would have led to problems with the assumption
of demographic closure, which is why this option was not explored.

b: behavioural effect
Models in capture-recapture studies of carnivores commonly include a behav-
ioural effect whereby the detection probability changes after initial capture,
especially when it involves retention of the species of interest [61, 102, 256].
Camera traps are non-invasive and although it is not expected that they
could affect leopard behaviour, several studies using camera traps to esti-
mate population density confirmed a behavioural response among individ-
uals [30, 355, 356]. In Royle et al. (2009) and Borchers et al. (2014), this
response was interpreted as a factor related to trail use rather than an actual



168
ELSA M. S.

BUSSIERE

behavioural effect [30, 292]. The hypothesis of a learning process within the
animals with respects to detectors was tested in this study by fitting formula
‘b’ on g0 in SECR models [86].

h2: individual heterogeneity
Compared to standard capture-recapture models, SECR models account for
some individual heterogeneity due to the incorporation of differential space
use among targeted individuals; howver, one of the most tenacious problems
in capture-recapture studies remains individual heterogeneity: the variation
in detection probability among individuals [88]. Whenever possible, this
variation is accounted for by grouping individuals into homogeneous classes,
e.g. based on gender (male, female) or age (juvenile, adult). When hetero-
geneity remains, SECR provides finite mixture models that assume latent
individual classes. These models calculate, for each class: 1) different detec-
tion parameters and 2) the proportion of individuals in the different latent
classes [31,88,264]. In this study, g0 and σ were the two parameters modelled
with two-class finite mixture models (h2). Three-class (h3) finite mixture
models were also used to test the hypothesis of having capture probabilities
varying with three homogeneous classes: 1) adult male, 2) adult female and
3) juveniles. It was chosen not to present the results because h3 models were
not yet fully tested. The h3 model developer also highlighted the risk of
getting stuck on a local maximum of the likelihood during convergence and
advised against their use [Efford (2017) personal communication]. Moreover,
the standard errors of the parameter estimates were not always estimated or
took abnormally high values, suggesting that the models were unstable and
did not converge successfully.

4.4 Results

The trapping effort of 17,631 camera trap nights resulted in 26,312 photo-
captures of 91 different species. Fifty one (56.04%) species were mammals
and 1.34% of all photo-captures were leopards [Appendix 2A].

4.4.1 Descriptive statistics

The study provided 219 photo-captures of leopards, collected at 79 (35%)
camera trap stations (Fig. 4.2). Six of these photographs were considered
to be dependent events and were discarded; all photographs of the same
individual collected within the same trap night following the first photo-
capture, at the same location, are considered to be duplicates [Chapter 1
section 1.3.3]. Leopard capture rate was 1.21 in 100 camera trap nights.
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Six of the photographs were taken during early mornings, shortly after the
automatic deactivation of the incandescent flash, resulting in blurry images
and preventing any possible individual identification. These photos were
discarded for the purpose of this analysis.

The number of photo-captures collected for each identified individual leop-
ard varied noticeably across the study as a whole (Table 4.3), and across re-
gional surveys (Table 4.4). Among the 219 leopard photo-captures recorded
when both cameras of a camera trap station were active, 150 were recorded
by both cameras and the remainder by one camera only. It provided a set of
369 photographs (instead of 438 assuming perfect detection). These figures
indicate a possible detection failure rate of 15.7% per camera trap, and of
2.4% (0.1572) per camera trap station.

Based on 207 (219 − 6 − 6) photo-captures, twenty nine leopards were
identified. Due to detection failures, not all capture events provided simulta-
neous photos of both flanks of the individuals. This problem was overcome
by the collection of photo-recaptures, except for one individual for which only
the right flank was recorded. The photo-capture counts and capture histories
for the 29 individuals, are respectively provided in Table 4.5 and 4.6.

4.4.2 SECR model selection

The smallest buffer value from which the likelihood and estimates were found
to be stable was 10,000 meters; it was therefore defined as such in all sub-
models of the first and secondary exploratory stages. Models were ranked
according to Akaike’s Information Criterion, and AIC weights were calcu-
lated [51]. In the first exploratory stage, the finite mixture model that used
h2 as a covariate of parameter σ (Model 2) was the best-performing one (Ta-
ble 4.7). In the second exploratory stage, the models that used regression
splines for density surface modelling, along with h2 and session as covariates
of parameter σ (Models 21 and 22) were the best-performing ones (Table
4.8). There was little difference between the AIC weights of Models 21 and
22 (0.01), suggesting that they both fitted the data similarly [332].

4.4.3 Detection function

The two best-performing models, Models 21 and 22, produced respectively 12
and 13 β coefficients estimated on the link scale (Appendix 5A.1 and 5A.2);
the real parameter values (fitted values) were calculated by back-transforming
the β parameters on the scale given by the link function: log-transformation
of D and σ, and logit transformation of g0 and pmix (Table 4.9). In this
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analysis, the detection function was jointly defined by g0 (detection prob-
ability) and σ (index of home range size), and modelled as a halfnormal
function. Models 21 and 22 had the same specified detection functions and
their shapes were very similar (Fig. 4.3). In each graph, 12 detection func-
tions were represented further to σ varying with two classes of individuals
(∼ h2) and with six sessions (∼ session). Two of the 12 curves were difficult
to distinguish because they overlapped with other two (very little difference
in σ between session B and F). All curves had the same intercept: g0 (the
probability to detect an individual over a 24-hour occasion when the detector
is located at its activity centre) which was defined as a constant parameter
in both model formulas (Table 4.8) and estimated at 0.029, 95% confidence
interval 0.023–0.036 (Table 4.9). Parameter σ varied substantially between
the two latent classes of individuals that are quantified by parameter pmix
(Table 4.9). In Model 21, with class h2 = 1 making 69% of the population,
σ ranged from 1412.04 to 1966.38m; with class h2 = 2 making 31% of the
population, σ ranged from 4414.09 to 7411.48m. The estimated σ was 3.13
times (e1.14, Table 4.9) greater for class 2 compared to class 1, resulting into
different shapes of their respective detection functions: in the case of class
2, the function fell away more gradually with distance (class 2 individuals
were more detectable at greater distances). The pmix parameter estimated
what proportion of the population fell into these latent classes (Table 4.9).
Model 21 estimated 69% (95% confidence interval 51–84%) of the population
to be in class 1 and 31% (95% confidence interval 16–49%) to be in the sec-
ond class that has wider ranging movement. Model 22 produced very similar
estimates.

4.4.4 Number of individuals

The expected number of leopards N in each of the six regional surveys (A, B,
C, D, E and F), estimated by the region.N function from the secr R-package
version 3.1.0 [94], was close between Models 21 and 22 (Table 4.9). With
model 22, it ranged from 9.49 individuals in session C (95% confidence inter-
val 6.36–14.11) to 17.11 in session F (95% confidence interval 11.61–25.19).
With the multi-session approach, the estimation of leopard abundance was
constrained to each session independently, preventing the estimation of a sin-
gle abundance number of leopards for the study area as a whole. It was not
viable to add up the expected number of leopards from each survey due to
habitat mask overlap and the fact that individuals caught across more than
one survey would be counted twice. The averaged leopard density estimates
D, computed for each session by dividing the expected number of leopard N
by the area of the session’s habitat mask, ranged from 0.49 to 0.82 individual
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per 100 km2 with Model 21, and from 0.51 to 0.82 individual per 100 km2

with Model 22 (Table 4.10).

4.4.5 Density maps

The best-performing models, Models 21 and 22, allowed density to vary with
spatial covariate ruggedness (Table 4.10). Fig. 4.4 shows, for both models,
the relationship between the leopard population density in the Little Karoo
and the Terrain Ruggedness Index (ruggedness). There was a quadratic
effect of ruggedness on leopard density. With Model 22, the leopard density
was estimated around 0.08 leopards per 100 km2 in flat terrain, TRI = 10.
This density estimate increased with terrain ruggedness (7.73 leopards per
100 km2 in moderately-rugged terrain, TRI = 50) up to 20.62 leopards per
100 km2 in optimal terrain, TRI = 89. The trend was then reversed and
leopard density was estimated around 17.57 leopards per 100 km2 in highly-
rugged terrain, TRI = 110). Using the constructed habitat masks for the six
regional surveys A, B, C, D, E and F (Fig. 4.5), predicted density maps were
produced for Model 22 (Fig. 4.6). These maps are chloropleth maps: shaded
graphical representations in which each geographical area (habitat mask grid
cell) had a ruggedness value, and was shaded according to its associated
density estimate.

4.5 Discussion

Using remote camera trapping in conjunction with SECR modelling, this
chapter estimated leopard density in the Little Karoo. The study enabled
us to identify 29 leopard individuals in an arid and inaccessible landscape,
highlighting the feasibility of using linear channels such as roads and animal
paths to sample wide-ranging, low density species such as leopards in the
Little Karoo.

Model selection showed that leopard density varied with topographic
relief, which is often an essential constituent of the niche of a species
[50,246,361]. Leopard density estimates increased with ruggedness of the ter-
rain up to an optimum (20.6 leopards per 100km2 in terrain with TRI = 89);
it followed a reversed trend as the terrain roughness kept increasing. The
two best models were almost identical apart from one extra degree of free-
dom used in the spline function of Model 22 compared to that of Model 21,
which allowed the density-ruggedness relationship to fall away more grad-
ually after reaching its optimal peak. These results support the observa-
tion developed by Skinner et al. (1990) that leopards of the Western Cape
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Province prefer to hunt in rugged and rocky terrain where prey is abundant
and where the landscape is more appropriate to stalk, kill [310], and store
food items under rocky overhangs. However, this affinity for rugged moun-
tain terrain decreased when TRI exceeded 100, which usually translated into
a barren landscape with steep slopes; the decline in leopard density might
be explained by a drop of prey presence due to the reduction in vegetation
cover, and by difficulties in manoeuvring successful hunts in steep and rugged
rockslide areas.

The parameter estimates of the best-performing model’s detection func-
tion showed that the leopard population in the Little Karoo was composed
of two groups of individuals with significantly different σ parameters (3.13 to
1 ratio), which can be used as an index of home range. Using the estimated
values of σ and the formula HR = 2.452 · π · σ2 [53], the 95% home range
area for the individuals of the two latent classes ranged from 37.88 km2 to
106.72 km2 (less mobile group), and from 370.18 km2 to 1043.53 km2 (more
mobile group) across the six sessions. In the Cederberg Mountains, male leop-
ards were found to range across areas 4.4 times larger than that of females,
and female home ranges were entirely incorporated into that of males [213].
Gender differences in movement could also be explained by males moving
in a more linear fashion to patrol their territories and keep other compet-
ing males away from potential mating females [213], while females were ob-
served to move in an unpredictable and undefined manner while searching
for food [184]. This gender duality in home range sizes could also explain the
individual heterogeneity observed in the Little Karoo as well as the associ-
ated and uneven population ratio (69–31%); slightly more than two third of
the leopard population would be females with home ranges incorporated into
that of territorial males, the latter making for slightly less than one third of
the population. This could however not be tested because it was not always
feasible to reliably sex photo-captured leopards.

Model selection showed that g0, the probability to detect an individual
over a 24-hour occasion when the detector is located at its activity centre,
was constant and did not vary with latent classes (h2). This was expected
because of the absence of explicit biological explanation to justify individual
heterogeneity in detection probability at the activity centre.

The parameter estimates of the best-performing model’s detection func-
tion also showed that σ (i.e. leopard home range) varied across sessions.
Because the series of six sessions was spatially and temporally separated,
several factors could have affected leopard movement including seasonality
(the view that leopards use the landscape differently in summer and winter is
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widely held by farmers [249]), land-use, prey availability/catchability (Balme
et al. showed a degree of specialisation in leopard’s feeding habitat selection
likely to influence local use of the landscape [13]) and other spatial covariates
differing from ruggedness.

Differences in ruggedness between the habitat masks of each session could
have led to the density parameter estimate (D) varying between sessions.
However, ruggedness was used in the spatial model for density, and, in the
presence of this covariate, the session variable did not appear to contain
further important information about density, eplaining why session was then
not selected as a factor affecting density.

Leopard density being defined as a function of ruggedness, it was more
appropriate to provide density maps than a single accurate estimate of den-
sity for the study area as a whole. However, in order to compare those results
to bibliographical leopard density estimates previously calculated within the
Western Cape Province, averaged leopard density estimates D were com-
puted. Those estimates, ranging from 0.49 to 0.82 leopard individuals per
100 km2, were similar but smaller than those provided by Martins (2010)
for the leopard population of the Cederberg Mountains (1.1–1.5 individu-
als per 100 km2), and by Mann (2014) for the leopard population of the
eastern section of the Little Karoo (1.18 individuals per 100 km2) [208, 213].
Martins (2010) surveyed portions of the Cederberg Mountains where the hu-
man population (http://www.statssa.gov.za, 2017) and the degree of human
disturbance were smaller than in the Little Karoo [213], which could have
contributed to greater leopard densities. The eastern section of the Little
Karoo, surveyed by Mann (2014), is more mountainous than our study site
and might provide more suitable habitat for leopards.

Carnivore population density is usually closely related to the density of
available prey [57]. The landscapes of the Western Cape Province cannot
support large herds of herbivores because the nutrient-poor soils on which the
vegetation grows do not provide enough nitrogen for the protein requirements
of large herds, and prey densities remain low [34,196,270]. This could explain
the low density of leopard population in the Little Karoo [212, 213, 251], as
well as the small body size of the leopards in the Cape Fold Belt [11, 213].
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Table 4.1: Camera trap deployment
Given the vastness of the study area in the Little Karoo, the camera trap study was undertaken as a series
of six regional surveys: A, B, C, D, E and F. For example, survey C consisted of 34 camera trap stations
deployed following a grid-layout, with an average camera spacing of 3265m. It ran for 102 nights, during
which 19 leopard photo-captures were collected and four leopard individuals were identified.

A B C D E F
Camera trap stations 57 38 34 31 30 32
Camera spacing (m) 2122 3330 3265 3253 3817 3531
Occasions 120 103 102 113 95 104
Detections 45 26 19 23 46 48
Individuals 6 5 4 7 10 10

Table 4.2: Model arguments in secr.fit
The formula for any detection parameter (g0, D, σ) may be constant (∼ 1, the default) or some combination
of terms in standard R formula notation. For example, g0 ∼ b+h2 specifies a model with a learned response
and a 2-class finite mixture for heterogeneity.

Parameter predictors Information

g0, detection probabilities

∼ 1 g0 is constant across animals, occassions and detectors

∼ session session-specific g0

∼ b learned response

∼ h2 2-class finite mixture for heterogeneity in g0

D, density

∼ 1 density is contant

∼ session session-specific density

∼ ruggedness ruggedness affects density in a linear manner

∼ ruggedness+ ruggedness2 ruggedness affects density in a quadratic manner

∼ spline(ruggedness, k) ruggedness affects density according to a spline regression

sigma, detection function

∼ 1 sigma is constant across animals, occasions and detectors

∼ h2 2-class finite mixture for heterogeneity in sigma

∼ session session-specific sigma
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Table 4.3: Photo-capture heterogeneity
The total number of photo-captures collected in the Little Karoo for each identified individual leopard
varied noticeably, ranging from one to 54. For example, seven individuals were photo-captured once, while
four other individuals were photo-captured twice. The most photo-captured individual of all identified
leopards was photographed 54 times.

Photo-capture categories 1 2 3 5 7 8 11 12 13 14 20 22 54
Number of individuals 7 4 4 5 1 1 1 1 1 1 1 1 1

Table 4.4: Photo-capture heterogeneity in each survey
The number of identified leopard individuals in the Little Karoo and associated photo-captures varied
across surveys. For example, 20 photo-captures collected throughout survey C enabled to identify four
leopard individuals. Two of them were photo-captured twice, one was photo-captured three times, whereas
the fourth one was photo-captured 13 times.

Survey Number.of Cat1 Cat2 Cat3 Cat4 Cat5 Cat6 Tot.capt Tot.ind
Survey A captures 1 2 3 7 31 45

individuals 2 1 1 1 1 6
Survey B captures 1 4 9 11 26

individuals 2 1 1 1 5
Survey C captures 2 3 13 20

individuals 2 1 1 4
Survey D captures 1 2 3 5 10 23

individuals 3 1 1 1 1 7
Survey E captures 1 2 3 5 12 13 49

individuals 1 2 3 2 1 1 10
Survey F captures 1 2 3 7 8 23 50

individuals 4 1 2 1 1 1 10
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Table 4.5: Photo-capture counts
Several leopard individuals of the Little Karoo were photo-captured across several surveys (e.g. LEO 10 was photo-captured nine times throughout survey B
and 13 times throughout survey C). NONID accounts for photo-captures that did not allow individual identification.

Individual A B C D E F Total Individual A B C D E F Total
LEO 01 2 2 LEO 16 1 13 14
LEO 02 31 23 54 LEO 17 3 5 8
LEO 03 1 1 LEO 18 2 2
LEO 04 7 12 1 20 LEO 19 1 1
LEO 05 1 1 LEO 20 5 5
LEO 06 3 8 11 LEO 21 3 3
LEO 07 11 1 1 13 LEO 22 1 1
LEO 08 4 1 5 LEO 23 2 2
LEO 09 1 1 LEO 24 2 3 5
LEO 10 9 13 22 LEO 25 3 2 5
LEO 11 1 1 LEO 26 3 3
LEO 12 2 10 12 LEO 27 3 3
LEO 13 2 2 LEO 28 7 7
LEO 14 3 3 LEO 29 1 1
LEO 15 5 5 NONID 1 1 1 2 1 6
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Table 4.6: Photo-capture histories
After assigning leopard identities in the Little Karoo, photo-capture histories were built by listing for each
photo-capture: 1) the camera trap station (e.g. A43) and 2) the sampling occasion (e.g. 009). The first
letter of the camera trap station ID indicates the survey ID (e.g. A43 is a camera trap station deployed
during survey A). Leopard LEO 01 was photo-captured twice during survey A, at camera trap station
A43 on the 9th camera trap night, as well as at camera trap station A42 on the 72nd camera trap night.

Individual History

LEO 01 A43 (009) A42 (072)

LEO 02 A04 (005) A02 (011) A43 (030) A04 (035) A29 (041) A33 (046) A29 (052)

A29 (061) A33 (065) A04 (066) A20 (067) A43 (069) A29 (069) A04 (071)

A33 (074) A23 (081) A24 (084) A39 (085) A43 (086) A29 (093) A11 (094)

A24 (095) A29 (096) A24 (102) A23 (102) A11 (102) A11 (103) A23 (106)

A11 (111) A11 (114) A39 (117) F16 (009) F22 (017) F17 (032) F28 (033)

F16 (036) F17 (037) F16 (042) F11 (043) F20 (047) F17 (053) F11 (064)

F04 (064) F14 (067) F14 (067) F26 (072) F20 (072) F17 (083) F16 (090)

F06 (094) F17 (095) F04 (095) F20 (101) F16 (101)

LEO 03 A01 (110)

LEO 04 A06 (013) A17 (085) A39 (086) A11 (094) A11 (095) A39 (96) A01 (117)

E04 (020) E14 (026) E20 (033) E20 (033) E12 (034) E02 (041) E07 (041)

E13 (043) E07 (060) E08 (075) E02 (079) E11 (082) F13 (086)

LEO 05 A05 (097)

LEO 06 A29 (011) A29 (051) A29 (073) F16 (011) F17 (022) F16 (049) F17 (054)

F16 (067) F17 (095) F17 (095) F17 (099)

LEO 07 B03 (024) B06 (031) B11 (032) B03 (033) B03 (051) B03 (059) B05 (061)

B12 (062) B03 (075) B06 (089) B12 (091) D05 (075) F31 (058)

LEO 08 B03 (006) B03 (021) B03 (029) B01 (078) F19 (014)

LEO 09 B06 (087)

LEO 10 B35 (022) B36 (023) B37 (053) B36 (054) B37 (089) B36 (089) B37 (090)

B36 (093) B37 (094) C26 (002) C16 (014) C15 (017) C15 (017) C26 (021)

C15 (030) C22 (034) C26 (045) C18 (051) C16 (064) C19 (065) C19 (086)

C16 (091)

LEO 11 B36 (100)

LEO 12 C08 (021) C08 (039) D28 (007) D29 (019) D28 (026) D28 (037) D31 (041)

D31 (046) D28 (079) D29 (092) D28 (095) D31 (097)

LEO 13 C25 (063) C25 (087)

LEO 14 C29 (047) C19 (076) C29 (082)

LEO 15 D31 (007) D28 (012) D28 (024) D28 (025) D28 (094)

LEO 16 D19 (028) E29 (018) E22 (022) E27 (028) E29 (029) E29 (041) E29 (041)

E21 (043) E25 (043) E29 (047) E22 (059) E29 (063) E29 (073) E29 (088)

LEO 17 D14 (008) D15 (009) D14 (040) E15 (021) E20 (024) E20 (033) E20 (063)

E20 (085)

LEO 18 D29 (039) D29 (075)

LEO 19 D15 (028)

LEO 20 E27 (009) E28 (023) E26 (032) E30 (068) E27 (086)

LEO 21 E29 (004) E29 (011) E25 (019)

LEO 22 E22 (013)

LEO 23 E30 (039) E30 (071)

LEO 24 E02 (046) E02 (046) F03 (017) F02 (066) F03 (078)

LEO 25 E04 (020) E03 (047) E03 (085) F13 (028) F09 (029)

LEO 26 E12 (009) E14 (026) E10 (091)

LEO 27 F27 (041) F27 (046) F27 (095)

LEO 28 F17 (006) F16 (029) F17 (054) F16 (071) F21 (084) F17 (085) F17 (095)

LEO 29 F09 (070)

NON ID A04 (043) B36 (086) D20 (007) E03 (076) E07 (083) F20 (084)
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Table 4.7: AIC model selection, phase one
Fifteen models – where only one of the three principal parameters (g0, D, σ) was allowed to vary with
covariates, were fitted and then compared using the Akaike Information Criterion (AIC), an estimator of
the relative quality of the collection of statistical models given the data [51,164,353].

Model g0 ∼ D ∼ σ ∼ ∆AIC AIC weight

1 1 1 1 31.82 0

2 1 1 h2 0.00 1

3 session 1 1 27.67 0

4 b 1 1 31.20 0

5 h2 1 1 16.73 0

6 b + h2 1 1 16.18 0

7 1 session 1 30.07 0

8 1 ruggedness 1 29.55 0

9 1 ruggedness + ruggedness2 1 29.55 0

10 1 spline(ruggedness, k=3) 1 25.03 0

11 1 spline(ruggedness, k=4) 1 25.00 0

12 1 ruggedness + session 1 28.26 0

13 1 ruggedness + ruggedness2 + session 1 28.26 0

14 1 spline(ruggedness, k=3) + session 1 25.03 0

15 1 spline(ruggedness, k=4) + session 1 24.99 0
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Table 4.8: AIC model selection, phase two
Twenty-seven models were fitted and then compared using the Akaike Information Criterion (AIC), an
estimator of the relative quality of the collection of statistical models given the data [51,164,353].

Model g0 ∼ D ∼ σ ∼ ∆AIC AIC weight

1 1 1 1 47.21 0.00

2 1 1 h2 15.39 0.00

3 session 1 1 43.05 0.00

4 b 1 1 46.59 0.00

5 h2 1 1 32.12 0.00

6 b + h2 1 1 31.57 0.00

7 1 session 1 45.45 0.00

8 1 ruggedness 1 44.94 0.00

9 1 ruggedness + ruggedness2 1 44.94 0.00

10 1 spline(ruggedness, k=3) 1 40.41 0.00

11 1 spline(ruggedness, k=4) 1 40.39 0.00

12 1 ruggedness + session 1 43.65 0.00

13 1 ruggedness + ruggedness2 + session 1 43.65 0.00

14 1 spline(ruggedness, k=3) + session 1 40.41 0.00

15 1 spline(ruggedness, k=4) + session 1 40.38 0.00

16 1 1 h2 + session 9.00 0.00

17 1 1 h2 * session 4.57 0.04

18 1 session h2 + session 6.28 0.02

19 1 ruggedness h2 + session 5.77 0.02

20 1 ruggedness + ruggedness2 h2 + session 5.77 0.02

21 1 spline(ruggedness, k=3) h2 + session 0.08 0.42

22 1 spline(ruggedness, k=4) h2 + session 0.00 0.43

23 1 session h2 13.47 0.00

24 1 ruggedness h2 11.91 0.00

25 1 ruggedness + ruggedness2 h2 11.91 0.00

26 1 spline(ruggedness, k=3) h2 6.67 0.02

27 1 spline(ruggedness, k=4) h2 6.61 0.02
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Table 4.9: Parameter estimates
The table provides, for Model 21 (left) and 22 (right), the real parameter estimates (fitted value) for g0, σ and the mixing proportion pmix of the two classes
defined by h2. It also gives estimates of the expected number N of leopard individuals occurring in each session taking place in the Little Karoo.

Estimate SE LCL UCL Estimate SE LCL UCL

g0 0.029 0.003 0.023 0.036 0.029 0.003 0.023 0.036

σ, session A, h2 = 1 1412.042 212.918 1052.490 1894.423 1413.060 213.700 1052.300 1897.400

σ, session A, h2 = 2 4414.093 378.506 3732.373 5220.328 4408.654 376.734 3729.927 5210.888

σ, session B, h2 = 1 1869.391 316.400 1344.770 2598.678 1875.100 316.615 1349.976 2604.674

σ, session B, h2 = 2 5843.785 613.525 4759.632 7174.887 5850.349 613.203 4766.598 7180.550

σ, session C, h2 = 1 2370.888 407.251 1697.307 3311.780 2376.426 409.934 1698.897 3324.157

σ, session C, h2 = 2 7411.480 970.639 5739.864 9569.919 7414.259 964.712 5751.452 9557.802

σ, session D, h2 = 1 1559.817 276.636 1104.789 2202.258 1572.580 278.900 1138.330 2220.293

σ, session D, h2 = 2 4876.045 807.224 3532.675 6730.259 4906.352 801.702 3569.331 6744.202

σ, session E, h2 = 1 1966.382 344.681 1398.269 2765.318 1969.800 347.937 1397.287 2777.089

σ, session E, h2 = 2 6146.980 574.513 5120.108 7379.798 6145.840 581.544 5107.596 7395.133

σ, session F, h2 = 1 1865.298 232.937 1461.711 2380.310 1863.453 233.525 1459.025 2379.985

σ, session F, h2 = 2 5830.987 542.622 4860.730 6994.920 5813.826 539.125 4849.508 6969.897

pmix 0.696 0.086 0.507 0.836 0.694 0.085 0.508 0.834

N, session A 15.256 2.971 10.453 22.266 15.425 3.012 10.558 22.535

N, session B 10.342 2.261 6.772 15.794 10.022 2.172 6.586 15.251

N, session C 9.649 1.936 6.537 14.244 9.486 1.943 6.375 14.113

N, session D 10.691 2.345 6.991 16.350 10.435 2.190 6.947 15.675

N, session E 14.615 2.983 9.837 21.715 14.489 2.901 9.824 21.370

N, session F 16.710 3.533 11.091 25.174 17.105 3.412 11.614 25.192



181
BIOLOGICAL

SCIENCES

LEOPARD DENSITY

Table 4.10: Averaged density estimates D
The table provides, for Model 21 (left) and 22 (right), the expected number N of leopard individuals
occurring in each session of the Little Karoo, as well as the resulting averaged leopard density estimate,
D, given in number of individuals per 100 km2.

Mask Area (km 2) N D N D

session A 1870 15.26 0.82 15.42 0.82

session B 2036 10.34 0.51 10.02 0.49

session C 1860 9.65 0.52 9.49 0.51

session D 1880 10.69 0.57 10.44 0.56

session E 2190 14.62 0.67 14.49 0.66

session F 2076 16.71 0.81 17.11 0.82



182
ELSA M. S.

BUSSIERE 4.7 Figures

Figure 4.1: Sampling design.
Given the vastness of the study area (4,327 km2) in the Little Karoo, the camera trap study was conducted
as a series of six, three-month long, regional surveys (temporally and spatially separated): survey A, B, C,
D, E and F. Every dot represents a camera trap station. Two months in survey A, the Little Karoo was
hit by the worst flooding since 1981. The water level washed away 20 camera traps (a third), which were
never to be found again. Survey A then led to redraw the scientific design and camera trap deployment
protocol of the project. Camera trap stations were then all deployed on roads and animal paths, with a
density of two camera trap stations per 50 km2. Survey F consists of a replicate of survey A, using the
newly chosen and standardised protocol which was then used throughout the project.
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(a) Session A

(b) Session B

Figure 4.1: Sampling design (continued).
A full caption is provided on p182.
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(c) Session C

(d) Session D

Figure 4.1: Sampling design (continued).
A full caption is provided on p182.
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(f) Session F

Figure 4.1: Sampling design (continued).
A full caption is provided on p182.
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Figure 4.2: Photo-capture leopards.
The study provided 219 photo-captures of leopards in the Little Karoo, collected at 79 (35%) camera trap
stations. Each point represents a camera trap station; the orange ones being those where leopards were
photo-captured.
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(a) Model 21 (b) Model 22

Figure 4.3: Detection functions.
The detection function is jointly defined by g0 (detection probability) and σ (index of home range size),
and modelled as a halfnormal function. Each graph shows 12 curves (two classes h2, six sessions
session); go (∼ 1) being the sole intercept.

(a) Model 21 (b) Model 22

Figure 4.4: Density spline relationship with spatial covariate (ruggedness).
The curves show the relationship between the population density (second axis) and the terrain roughness
(first axis).
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Figure 4.5: Ruggedness maps.
This figure shows the six habitat masks with ruggedness data (spatial covariate) that were constructed by the secr.fit function from the secr R-package version
3.1.0 [94], for the six regional surveys that took place in the Little Karoo.
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Figure 4.6: Density maps.
This figure shows the six predicted density maps from best-performing Model 22, for the six regional surveys that took place in the Little Karoo.









Conclusion

Camera trapping technology has led to a surge in the collection of large
ecological datasets. This provides an unmissable opportunity to study rare,
protected and sensitive species, as well as to help resolve numerous of the
burning ecological questions that are crucial in dealing with ecological com-
munities. This thesis showed that camera traps can provide good sensor
networks for the space-time monitoring of terrestrial mammal communities;
it also provided new analytical methods to explore large camera trap datasets
and attain deeper knowledge of the mammal community assembly and struc-
ture, over space and time. This methodology can be transposed, adjusted
and applied to other camera trap studies, conducted on different areas and/or
at different times.

Hutchinson (1965) developed the term ‘ecological theatre’; in this theatre,
‘acts’ are played out on different spatial and temporal scales [149]. Under-
standing the full extent of the drama requires us to watch it on the appro-
priate sampling scales. Although geologists, geographers, oceanographers,
physicists and mathematicians address scaling as a primary focus of their
investigations, ecologists have taken much longer to recognise that ecological
processes and patterns are sensitive to differences in scales [145, 192, 362].
Local communities, such as that of the mammal species of the Little Karoo,
are neither closed nor isolated, which is why it will be insightful to embrace
the metacommunity concept and explain these patterns of distribution, abun-
dance and interaction at multiple scales of spatio-temporal organisation [192].

The activity level (movement) of mammal species is optimised throughout
the day and endogenous schedules are adjusted by environmental (exogenous)
conditions. This explains why species are expected to show variations in their
diel activity rhythm throughout different latitudes and landscapes. Investi-
gating the environmental processes influencing the diel activity rhythm of
mammal species at different locations and various spatial scales would pro-
vide great insights into the mammal community assembly and structure.
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Studies of seasonal shifts in diel activity rhythm among mammal commu-
nities would benefit from datasets that compile information collected over
several consecutive years. Inter-year comparisons would enable us to deter-
mine whether observed versatilities within seasons are stable with respect to
different years.

It would be precarious to extrapolate the results and findings of the study
of species’ habitat preferences to a broader landscape than that of the Little
Karoo. However, if similar studies were conducted on habitat-use patterns
within mammal communities inhabiting a variety of study sites in the West-
ern, Eastern and Northern Cape Provinces, it should be possible to build
a distribution map with suitable habitat for each species, based on rugged-
ness preferences. Additional camera trap studies would then need to be
implemented in order to ground truth projections. Similarly, if supplemental
spatially explicit capture-recapture studies were conducted on the density-
ruggedness relationship within leopard populations inhabiting multiple study
sites in the three Cape Provinces, it ought to be feasible to produce leopard
density maps and to delimit the area in which leopards occur regularly.
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Appendix

Appendix 1A

Figure 1A.1: The Little Karoo in South africa
The Little Karoo of South Africa is a semi-arid inter-montane basin falling into the Cape Floristic Region,
where three globally-recognised biodiversity hotspots intermingle [230, 231, 240]. The succulent Karoo
biome is one of two international biodiversity hotspots located in arid regions [230]. In South Africa,
although these semi-arid rangelands contain some of the most biodiversity rich landscapes in the country,
they are also some of the least conserved spaces; falling under the national average of 6% of their area
under protection [253].
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Appendix 2A

Data Volume

Table 2A.1: Camera trap data volumes.
These statistics describe the amount of data collected throughout the camera trap study, which took place
in the Little Karoo.

Northern Sanbona included Northern Sanbona excluded

Overall dataset

Camera trap sites: 222 207

Camera trap nights: 17631 16409

Photo-captures: 26312 25211

Percentage of duplicates: 55 56

Independent photo-captures: 11742 10991

Species: 91 86

Mammals: 51 46

Birds: 39 39

Reptiles: 1 1

Seasonal dataset

Camera trap sites: 207

Total camera trap nights: 14331

Photo-captures: 21469

Percentage of duplicates: 58

Independent photo-captures: 9057

Species: 80

Mammals: 46

Birds: 33

Reptiles: 1



221
BIOLOGICAL

SCIENCES

APPENDIX

Appendix 3A

Chloropleth maps
These shaded graphical representations show the preferences in terrain roughness (rugged-
ness) for 27 mammal species in the Little Karoo [Chapter 1 section 1.3.3.2].

Figure 3A.1: aardvark

Figure 3A.2: aardwolf

Figure 3A.3: African wildcat
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Figure 3A.4: black-backed jackal

Figure 3A.5: brown hyena

Figure 3A.6: Cape gray mongoose
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Figure 3A.7: Cape hare

Figure 3A.8: Cape mountain zebra

Figure 3A.9: Cape porcupine
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Figure 3A.10: caracal

Figure 3A.11: chacma baboon

Figure 3A.12: eland
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Figure 3A.13: gemsbok

Figure 3A.14: greater kudu

Figure 3A.15: grey duiker



226
ELSA M. S.

BUSSIERE

Figure 3A.16: grey rhebuck

Figure 3A.17: grysbok

Figure 3A.18: Hewitts red rock rabbit
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Figure 3A.19: honey badger

Figure 3A.20: klipspringer

Figure 3A.21: leopard
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Figure 3A.22: red hartebeest

Figure 3A.23: rock hyrax

Figure 3A.24: scrub hare
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Figure 3A.25: small spotted genet

Figure 3A.26: springbok

Figure 3A.27: steenbok
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Demonstration of Eq. 2.11
To lighten the presentation, functions’ variables were only annotated at the first

occurrence of the function definition.

t 7→ Ae,s(t) and t 7→ Aw,s(t) are probability density functions whose domain is
D = [0, 24], therefore:

∀ t ∈ D, Ae,s ≥ 0, Aw,s ≥ 0, S,s = Ae,s −Aw,s and Ae,s, Aw,s, S,s ∈ Co(D)

24
∫

0

Ae,s · dt =

24
∫

0

Aw,s · dt = 1 ⇔

24
∫

0

S,s · dt = 0

O,s =

24
∫

0

min(Ae,s, Aw,s) · dt

D = D+ +D−,

D+ =
n
⋃

i=1

[ai, bi], ∀ t ∈ D+, Ae,s ≥ Aw,s ⇔

bi
∫

ai

Aw,s · dt =

bi
∫

ai

min(Ae,s, Aw,s) · dt

D− =

m
⋃

j=1

[cj , dj ], ∀ t ∈ D−, Ae,s ≤ Aw,s ⇔

dj
∫

cj

Ae,s · dt =

dj
∫

cj

min(Ae,s, Aw,s) · dt

Figure 4A.1: Example showing D+ and D−, with n = 3 and m = 2
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24
∫

0

|S,s| · dt =

24
∫

0

|Ae,s −Aw,s| · dt

=
n
∑

i=1

bi
∫

ai

Ae,s −Aw,s · dt−
m
∑

j=1

dj
∫

cj

Ae,s −Aw,s · dt

=
n
∑

i=1

bi
∫

ai

Ae,s −Aw,s · dt+
m
∑

j=1

dj
∫

cj

Aw,s −Ae,s · dt

=

n
∑

i=1

bi
∫

ai

Ae,s −Aw,s +Aw,s −Aw,s · dt+

m
∑

j=1

dj
∫

cj

Aw,s −Ae,s +Ae,s −Ae,s · dt

=

24
∫

0

Ae,s +Aw,s · dt− 2 ·
n
∑

i=1

bi
∫

ai

Aw,s · dt− 2 ·
m
∑

j=1

dj
∫

cj

Ae,s · dt

= 2− 2 · (

n
∑

i=1

bi
∫

ai

min(Ae,s, Aw,s) · dt+
m
∑

j=1

dj
∫

cj

min(Ae,s, Aw,s) · dt)

= 2 · (1−

24
∫

0

min(Ae,s, Aw,s) · dt)

= 2 · (1−O,s)

The demonstration would be the same for A
′

e,s, A
′

w,s, S
′

,s and A
′′

e,s, A
′′

w,s, S
′′

,s:

24
∫

0

|S,s| · dt = 2 · (1−O,s)

24
∫

0

|S
′

,s| · dt = 2 · (1−O
′

,s)

24
∫

0

|S
′′

,s| · dt = 2 · (1−O
′′

,s)
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Parameter coefficients from best-performing
models
Modelling leopard population density in the Little Karoo.

Table 5A.1: β coefficients from Model 21
This table provides the β coefficients estimated on the original scale when Model 21 was fitted. Once
transformed on the scale given by the link function, the real parameter values (fitted values) can be
accessed: log-transformed density D and σ; logit-transformed g0 and pmix.

Estimate SE LCL UCL

D -11.02 0.92 -12.82 -9.22

D s(ruggedness) 1 8.13 9.16 0.98 26.08

D s(ruggedness) 2 0.34 0.56 -0.76 1.43

g0 -3.52 0.12 -3.77 -3.28

σ 7.25 0.15 6.96 7.55

σ h2 1.14 0.13 0.88 1.40

σ session B 0.28 0.13 0.03 0.53

σ session C 0.52 0.15 0.23 0.81

σ session D 0.10 0.18 -0.25 0.45

σ session E 0.33 0.12 0.10 0.56

σ session F 0.28 0.11 0.06 0.50

pmix h2 -0.83 0.41 -1.63 -0.03

Table 5A.2: β coefficients from Model 22
This table provides the β coefficients estimated on the original scale when Model 22 was fitted. Once
transformed on the scale given by the link function, the real parameter values (fitted values) can be
accessed: log-transformed density D and σ; logit-transformed g0 and pmix.

Estimate SE LCL UCL

D -11.27 1.10 -13.43 -9.11

D s(ruggedness) 1 0.70 1.71 -2.65 4.05

D s(ruggedness) 2 5.23 5.71 -5.96 16.42

D s(ruggedness) 3 0.66 0.68 -0.67 1.98

g0 -3.53 0.12 -3.77 -3.28

σ 7.25 0.15 6.96 7.55

σ h2 1.14 0.13 0.88 1.40

σ session B 0.28 0.13 0.03 0.53

σ session C 0.52 0.15 0.23 0.81

σ session D 0.11 0.18 -0.24 0.45

σ session E 0.33 0.12 0.10 0.57

σ session F 0.28 0.11 0.06 0.50

pmix h2 -0.82 0.40 -1.61 -0.03












